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Foreword

This document 1s one ot a series prepared by committees of the Space Science
Board (sSB) that develop strategies for space science over the period of a de-
cade. Several reports in this series have been completed: Report on Space Sci-
ence 1975 (Part 11, Report of the Conunittee on Planetary and Lunar Explor-
ation, which covers the outer planets); Strategy for Exploration of the Inner
Planets: 1977-1987 (1978); Strategy for Space Astronomy and Astrophysics
Jor the 1980’s (1979); Life beyond the Earth's Environment: The Biology of
Living Organisms in Space (1979); Solar-System Space Physics in the 1980's:
A Research Strategy (1980); Strategy for the Exploration of Primitive Solar-
System Bodies—Asteroids, Comets, and Meteoroids: 1980-1990 (1980);
Strategy for Space Research in Gravitational Physics in the 1980’s, and Origin
and Evolution of Life-Implications for the Planets: A Scientific Strategy for
the 1980's. Other reports are in preparation.

These strategy reports set scientific goals and priorities intended to maxi-
mize the scientific return on the nation’s investment in space science. But it is
not sufficient to be concerned only with the “what™ of space science; the
maintenance of a healthy and productive space-science program also requires
that we scrutinize and make recommendations about the “how” of space sci-
ence. The SSB is concerned about many such issues, data analysis, theory,
and instrument development, which are essential for the proper pursuit of
scientific knowledge.

The present report on data management and computation was prepared in
response to our perception that data problems were pervasive throughout the
space sciences. The data chain from satellite to ground to preprocessing to
principal investigator to reduction and analysis and archiving is central to all
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viii DATA MANAGEMENT AND COMPUTATION

of space-science results. Yet it has suffered from inefficiencies all along the
line, ranging from inadequate funding and application of advanced technolo-
gies to indifference on the part of management and scientist alike. The pres-
ent report of the SSB Committee on Data Management and Computation
(CODMAC) systematically addresses these issues and makes recommendations
for improved treatment all along the data chain.

The report of CODMAC was debated by the SSB at a series of meetings
and received general approval by the Board on October 24, 1980. The SSB
hopes that the recommendations made herein will be found useful in other
areas of science as well.

A. G. W, Cameron, Chairman
Space Science Board




Preface

Mankind has entered a second industrial revolution. The first multiplied
man’s strength and energy by the utilization of machinery that has had a
profound and, to some extent, an unanticipated effect on his life and environ-
ment. The second industrial revolution is multiplying his mental powers, en-
larging his memory, and expanding his control. This is occurring through the
use of computers to implement functions that were impossible, impractical,
or too expensive only two decades ago.

The influence of computers—on industry, business, science, medicine, and
other areas—has made our lives easier and the conduct of our affairs more
productive. The influence and utilization of computers in science has greatly
enhanced our ability to solve difficult and complicated questions about the
nature of our universe. In the area of space science, however, computers have
radically changed the very way in which science is done. Space science is
wholly dependent on computers because the data acquired from instruments
on spacecraft are not only complicated in form but also voluminous. The abil-
ity of computers to handle large quantities of data has also given us a major
problem: since large amounts of data can be obtained, they are obtained. Tor-
rents of data bits descend upon us from our instruments in space. How do we
process the data, store them, retrieve them for scientists to use? This is our
theme—how to obtain information and understanding from all of these data.
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Charge

A committee of the Space Science Board (SSB) was formed in the summer of
1978 and called the Committee on Data Management and Computation
(CODMAC). This committee consisted of scientists from various disciplines
with extensive experience and knowledge in space-science data processing
and management and in computer science. The scope of the CODMAC con-
siderations encompassed all space-acquired data, whether derived from scien-
tific or applications missions. The SSB provided the following charge to
CODMAC to guide it in its task:

The Committee is requested to examine the mahagement of existing and
future data acquired from spacecraft and associated computations in the areas
of the space and earth sciences and to make recommendations for improve-
ments from the point of view of the scientific user. Specifically, the commit-
tee should examine the following topics:

1. Data System Planning: The extent to which the complete data manage-
ment and analysis associated with a mission is studied at the planning stage
and its implementation is tied to hardware development.

2. Preprocessing: Consideration of the degree to which this may take place
on board the spacecraft or at various locations on the ground.

3. Distribution of Data: The extent to which data should be examined by
“quick-look™ techniques (or even interactively) and the methods for improv-
ing the times required to supply principal investigators with their complete
data sets.

4. Data Standardization and Fidelity: Recommendations for standardiza-
tion of data formats, data compaction, error correction procedures, and other
methods for assuring data quality.

xi
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5. Software Development: Recommendations for timeliness in software
development, standardization of software procedures, and languages to maxi-
mize portability and inheritance in future projects and the improvement of
programmer productivity.

6. Distribution of Computational Capabilities: The degree to which scien-
tific users, depending on their computational requirements, can optimally
utilize shared or dedicated computing facilities. This question will require an
analysis of systems of different scale and should take into account projected
trends in costs and capabilities of various systems.

7. Mass Data Storage and Retrieval: Recommendations for improvements
in archiving, cataloging, and retrieval of data. This question should examine
current practices and should make recommendations for standardization of
data-base management systems, for the institutional siting of archives for the
scientific user, and for desired technology developments to facilitate these
three functions. Attention should be given to the problems of making cata-
logs useful and to convenient guides to data bases for both occasional and fre-
quent users. Consideration should be given to the expected trends in data
storage and retrieval capabilities over the next one to two decades and their
impact on future requirements.

8. Interactive Processing: An examination of the variety of ways in which
human decision-making may be desirably introduced at various points in data-
processing procedures.

LIMITATIONS

In attempting to address the elements of this charge, we have investigated
many areas of data systems and computational systems. Although we have
tried to be as comprehensive as time and resources allowed, there are several
areas of importance that we have not been able to assess adequately. Most
notable of these are communications systems and data-base management
systems.
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Executive Summary

Since the first satellites had orbited, almost fifty vears earlier, tril-
lions and quadrillions of pulses of information had been pouring
down from space, to be stored against the da 1y when they might con-
tribute to the advance of knowledge. Only a minute fraction of all
this raw material would ever be Pprocessed, but there was no way of
telling what observation some scientist might wish to consult, ten or
fifty, or a hundred years from now. So everything had to be kept on
file, stacked in endless air-conditioned galleries, triplicated at the
three centers against the possibility of accidental loss. It was part of
the real treasure of mankind, more valuable than all the gold locked
uselessly away in bank vaults,

ARTHUR C. CLARKE, 2001

The Space Science Board (SSB) of the National Research Council has had a
continuing concern with questions relating to data management and com-
puter utilization in space science. There is concern over problems with early
planning of systems for scientific data acquisition, reduction, and distribu-
tion: the quality, timeliness, and accuracy of sensor data; the allocation of
processing functions on the spacecraft and the ground; programmer produc-
tivity; software compatibility and portability; and the cost to the scientific
user of acquiring the data. The large amount of data that have been acquired
in the past, currently being acquired, and planned to be acquired in the next
decade presents a challenge that will require the establishment of principles
and organizational, technical, and scientific solutions.

Although future science data management will be strongly influenced by
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advances in technology, from both cost and performance viewpoints, this
committee believes that the majority of the current data problems are not
due to technological barriers. Furthermore, projected data problems can also
be solved through employing projected advances in technology, providing
that the management of data operations is properly organized.

1. SUMMARY OF PROBLEMS RELATED TO ACQUISITION, ANALYSIS,
AND DISTRIBUTION OF SPACE-SCIENCE DATA

In the course of its deliberations, CODMAC identified a number of data-
management and computation problems associated with space-derived data.
These problems, organized in sequence according to the CODMAC charge,
are listed below. It must be emphasized that these problems do not apply
uniformly across all missions or all disciplines. Different missions, data cen-
ters, and disciplines have had varying degrees of success in approaches to data-
management and computation problems. In later sections of this report, we
identify specific approaches and attempt to determine the factors that lead to
the success or failure of the approach. These determinations form the basis of
our recommendations, summarized in Section IV below.

1. In the area of data-system planning, three problems have been identi-
fied:

(a) There is commonly a lack of scientific involvement in data-system
planning during early mission planning and during the system development
phase. Typically, the interdisciplinary nature of data is not fully recognized,
and, therefore, data systems are frequently not properly implemented for
their actual use.

(b) Generally, data-system and data-analysis activities are not adequate-
ly funded. Underfunding results from at least three related causes: when there
is insufficient planning in the early mission phases, the required funding will
often be underestimated; overruns that occur during nission system develop-
ment may absorb the funds allocated for data handling and analysis; and be-
cause of imperfections in the flight and ground hardware and software, the
data processing may be more extensive than originally estimated.

(c) Often, a responsible scientific group for data management during
and/for after missions is not clearly identified.

2. ldentified problems related to preprocessing (the processing that con-
verts data as received to the form required by the user) are the result of the
huge volume of data collected by NASA missions. During 1978, almost 10
bits were returned from spacecraft, and this number is expected to increase
further during the 1980's. The problems are as follows:
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(a) Preprocessing of all the data is possible with current computer
technology, but inadequate planning and funding have prevented this from
happening in most cases.

(b) Current capabilities for on-board preprocessing are insufficiently
understood and on-board processors are insufficiently developed to reduce
significantly the amount of data that must be transmitted from spacecraft.

3. In the area of data distribution, many problems have been identified:

(a) Commonly, there are long delays between the receipt of data on
the ground and the delivery of preprocessed data to the user.

(b) Costs of data for some disciplines are frequently so high that the
“small™ science user cannot afford to acquire all data needed. Unfortunately,
it appears that costs of some data (e.g., from Landsat) may increase by a fac-
tor of 5 as the program becomes operational.

(c) In many cases, Principal lnvestigators (PI's) who have been supplied
with raw data that they are obliged contractually to return in corrected or re-
duced form to a data center after some specified period of time do not do so.
In those cases where data are returned to the data center, the documentation
is often incomplete, resulting in the processed data being unusable for other
investigators.

(d) The user community has great difficulty in determining what data
are available. The contents of some data centers (whose mission is to provide
a data resource to the user community) are not widely publicized and not
widely known.

(¢) As a result of problems (b), (c), and (d) above, some data centers
have become unable to respond to requests for data in a timely fashion.

(f) As a result of the lack of standardization of data formats (discussed
below), it is difficult for users to correlate interdisciplinary data and data ob-
tained from multiple missions or sources.

4. Problems related to data standardization and fidelity affect the capabil-
ity of the scientist to use the data once they have been located and acquired.
Many of the needed data are in widely distributed locations and are difficult
to access. The identified problems are as follows:

(a) A wide varicty of formats are employed. Users typically must de-
vote considerable effort to understanding and/or modifying the formats of
data received from data archives. This problem is particularly serious when a
scientist needs to correlate data from multiple sources.

(b) Data archives generally contain insufficient or inaccurate informa-
tion concerning the quality and limitations of the archived data.

(c) Data archives generally contain insufficient ancillary data such as
time, attitude, orbit, or sensor calibration data.

(d) Some data are only resident at a P location and are difficult to
obtain,
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5. The identified problems related to software development are as follows:

(a) Software is frequently not adequately documented.

(b) Software is not transportable as a general rule. Lack of transport-
ability arises in part from inadequate documentation, but also because insuffi-
cient attention is given to transportability during software development.

(c) Current software development methods are costly. Lack of soft-
ware transportability contributes to this because software is sometimes in-
dependently developed several times,

(d) All too often the software development is incomplete at the time
of launch of a mission,

6. A problem has been identified with respect to the distribution of com-
putational capabilities:

(a) Currently many scientists must travel to remote locations in order
to obtain adequate computational resources to perform their analyses. This is
an inefficient system, which reduces scientific productivity because of the in-
ability of scientists to have access to working data files. Scientists perform
best in their own environment and must have the capability to perform needed
computations locally through either the use of their own computer, a distrib-
uted network, or a combination of their own computer with a distributed
network.

7. In the area of mass data storage and retrieval, several problems have
been identified:

(a) Often data must be purged from the archives in order to make
room for current data. In many cases, data have been purged without ade-
quate consultation with the scientific community.

(b) Catalogs associated with data archives frequently do not provide
enough information for the interested user to determine whether the ar-
chived data will be useful for a particular research project. Also, catalogs are
not widely available in many instances.

(c) Usually, data archives do not include an adequate browse capabil-
ity. Such a facility would allow the interested user, at his home institution,
to locate and inspect data sets rapidly and to select those that will be useful
for further analysis.

(d) Current mass storage technology is inadequate to store at suffi-
ciently low cost all the data returned by NASA missions. In addition, mag-
netic tape, the storage medium for the vast majority of the science data in
archives currently, has a serious deterioration problem with time, and many
of the newer technologies either have known deterioration problems or have
not been available long enough to permit an assessment of their potential for
storing science data.

8. With respect to interactive processing, several problems have been
identified:
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(a) There are a wide variety of man-machine interfaces with little
standardization in hardware, operations, languages, and algorithm definition.
Each time a user employs a new system, considerable effort must be ex.
pended in learning the characteristics of that system.

(b) Interactive terminals for software development, program execution,
and scientific data analysis are not widely employed because of the continued
use of old computer technologies.

(c) Little thought has been given to a dynamic man-machine interface
with regard to scientific real-time and interactive controlof flight experiments.

(d) The use of artificjal intelligence and robotics for Earth-orbit and
deep-space missions has not been fully exploited.

9. Finally, two problems have been identified that are applicable to several
clements of the charge:

(a) Scientific users of Space-acquired data frequently need the same
data sets as do operational or commercial users. In many instances this results
in high costs to scientists and long delays in obtaining the data.

(b) In many cases current technology is not exploited or implemented
in present data systems.

{¢) A number of NASA-sponsored programs (NEEDS, ADS, SSDS,
IPLEIS, for example) are currently under way that are designed to alleviate
many of the problems discussed above. Centralization of data systems seems
to be a common theme of these programs. Such centralization has the poten-
tial to reduce active involvement by the scientific community significantly.
Furthermore, these programs seem to be uncoordinated within the agency,
and they seem to be proceeding without regard to developments in the indus-
trial community.

I. FINDINGS

Since the overall objectives of this report are to identify problems associated
with the management and manipulation of space-acquired data and to provide
technological, programmatic, and organizational recommendations that wiil
result in more scientific return from the data, we offer the following general
conclusions. Qur recommendations are given in Section IV, below.

1. There are problems with the way data are currently managed. The dis-
tribution, storage, and communication of data currently limit the efficient
extraction of scientific results from space missions.

2. Technological barriers are not the major impediment to improved data
handling. While certain areas of technology will need continued development
(notably, on-board spacecraft systems), most of the technology required for
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successful science data management either exists at present or will be avail-
able in the near future. Nevertheless, although economic factors will continue
to impose technical limitations on data management, the current problems
are due mainly to the structures and limitations of our institutions and man-
agement operations.

3. Data-handling problems can be significantly reduced by restructuring
the data chain (from acquisition to analysis) to adhere to principles for suc-
cessful science data management, as discussed in this report.

HL PRINCIPLES FOR SUCCESSFUL SCIENTIFIC DATA
MANAGEMENT

In this section we state several principles on which successful scientific data
management must be based. These principles were derived from the experi-
ences described in the case studies of Chapter 3.

1. Scientific Involvement There should be active involvement of scien-
tists from inception to completion of space missions, projects, and programs
in order to assure production of, and access to, high-quality data sets. Scien-
tists should be involved in planning, acquisition, processing, and archiving of
data. Such involvement will maximize the science return on both science-
oriented and applications-oriented missions and improve the quality of appli-
cations data for application users.

2. Scientific Oversight Oversight of scientific data-management activities
should be implemented through a peer-review process that involves the user
community.

3. Data Availability Data should be made available to the scientific user
community in a manner suited to scientific research needs and have the fol-
lowing characteristics:

(a) The data formats should strike a proper balance betweén flexibility
and the economies of nonchanging record structure. They should be designed
for ease of use by the scientist. The ability to compare diverse data sets in
compatible forms may be vital to a successful research effort.

(b) Appropriate ancillary data should be supplicd, as needed, with the
primary data,

(c) Data should be processed and distributed to users in a timely fash-
jon as required by the user community. This responsibility applies to Princi-
pal Investigators and to NASA and other agencies involved in data collection.
Emphasis must be given to ensuring that data are validated.

(d) Proper documentation should accompany all data sets that have
been validated and are ready for distribution or archival storage.
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4. Facilities A proper balance between cost and scientific productivity
should govern the data-processing and storage capabilities provided to the
scientist.

5. Software  Special emphasis should be devoted to the acquisition or pro-
duction of structured, transportable, and adequately documented software.

6. Scientific Data Storage  Scientific data should be suitably annotated
and stored in a permanent and retrievable form. Data should be purged only
when deemed no longer needed by responsible scientific overseers.,

7. Data System Funding Adequate financial resources should be set aside
early in each project to complete data-base management and computation
activities; these resources should be clearly protected from loss due to over-
runs in costs in other parts of a given project.

IV. RECOMMENDATIONS

Recommendations are presented under three categories: policy, technology,
and general.

Policy Recommendations

I. Principles for successful data management have been defined above;
they address scientific involvement and oversight, the availability of data,
suitable processing facilities, software procedures, data storage, and funding.
We believe that adherence to these principles will significantly improve the
extraction of scientific information from space-acquired data. We recommend
that these principles become the foundation for the management of scientific
data.

2. The most successful cases of extraction of information from space-
science activities have had the vigorous and continwing involvement of scien-
tists in planning and implementing the acquisition, processing, archiving,
and distribution of data. We recommend that such active involyement be
strongly encouraged and supported in the future.

3. We define a Scientific Data Management Unit as a group of active scien-
tists and support staft’ with suitable computational resources at a particular
institution. These units can be implemented via a variety of organizational
structures —the Principal Investigator (P1) unit, the project unit, or other
interdisciplinary units that may transcend either the P1 or project units in
scope. We recommend that these units be organized in accordance with the
principles and guidelines presented herein, The requirentents of individual dis-
ciplines, however, must be the prime concern in vrganizing such units.

4. Data-analysis funds should be adequate and should be protected against
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reprogramming as the result of such occurrences as hardware overruns and
mission time delays.

Technology Recommendations

5. We recommend that NASA have an ongoing technology management
activity encompassing all areas of data systems. The activity should be inde-
pendent of any specific program and should take an overview of technology
in order to establish whether NASA’s needs for space data systems are being
developed adequately by industry, universities, or other government agencics.
The program should formulate research and development efforts in those
areas where NASA and science or applications users would benefit from new
developments. In the course of this determination, possibilities for technol-
ogy transfer and utilization from and by industry, universities, and other gov-
emment agencies should be explored to the fullest extent feasible. This pro-
gram must be broader in scope than current NASA programs and must
involve scientific users in order to determine the real requirements.

6. NASA’s approach to technology developments at the component level
through the systems level should emphasize the capability to implement new
technologies rapidly as these technologies evolve. Modular architectures with
standardized interfaces offer one approach that enables such implementation
in response to requirements for growth and flexibility. One specific area that
deserves special NASA attention and perhaps funding is the potential for
flight use of commercial processors that have been hardened for space and
military applications.

7. As new technologies emerge and/or evolve in the areas of processors,
memories, computers, communications, and data handling, NASA should
have a continuously ongoing program to test, adapt, and qualify for space
application those elements that will advance data management for science and
applications.

8. Specific implementations of technology that are needed in support of
science and applications data management are:

Asynchronous data-handling systems capable of priority-controlled data
acquisition, large buffer capacity, packetized data management, and retrans-
mission capability on demand. (The NEEDS program is addressing this issue.
CODMAC concurs that this is a worthy effort.)

High-capacity, all-electronic, on-board data storage with storage capabil-
ities of up to 10® bits available to individual PI’s, and 10'! bits available as a
centralized mass storage device by 1985. The capacity available in each cate-
gory should be capable of increasing by two orders of magnitude by 1995.

Data compression algorithms with adequate documentation that permit
scientists to select and use them for special applications.
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Centralized on-line mass storage devices with capacities to 10" bits by
1985 for data storage within NASA.

A standard archival Storage system that is compatible with NASA,
NOAA, and DOI archival data requirements.

Generalized data-base-management software that emphasizes NASA
scientific and applications data-base requirements.

9. NASA should become maore active in the area of satellite communica-
tions technology in order to enable the acquisition and distribution of wide-
band scientific and applications data. Particular emphasis must be given to
low-cost, two-way communications, to the handling of multiple wideband
satellites in multiple access modes, and to low-cost receiving stations for
individual scientists and applications users. As a part of this effort, NASA
should set a goal of increasing uplink capabilities to satellites by an order of
magnitude during the 1980,

10. Electronic transfer of data to the investigators should be implemented
where economically feasible.

V1. NASA should begin studies of man-machine interactions, require-
ments, and needed developments for all Phases of scientific and applications
data management, beginning with real-time data acquisition and proceeding
to final analysis and interpretation of data. Specific emphasis must be given
to the user interface for communication with computers, including voice
interaction; to data presentations, both optical and nonoptical; and to analy-
sis and interpretation,

12. NASA should examine its current technology development efforts ro
determine whether they are duplicating developments now under way in in-
dustry, DOD, or other goverminent agencies. This activity can be accom-
plished in conjunction with Recommendation 5.

General Recommendations

13. We recommend that greater emphasis be given to documentation of
space-science and application data to make them interpretable and useful to
scientists not directly associated with initial acquisition of data. Included in
such documentation should be information and software to extract physical
units from the raw data. Those who gather the data should also be responsible
for assessing their validity as part of the documentation.

14, In some cases, data acquired from past missions have not been prop-
erly archived. We recommend that under scientific overseers NASA vigorously
pursue the archiving and preservation of such space-science data that should
be permanently stored, and data no longer required for future scientific uses
should be purged.
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15. We recommend that more emphasis be given to production of user-
oriented catalogs and browse files for space-science data.

16. Software and related issues are a continuing source of problems to
NASA and the science community. Consistent standards for documentation,
development methodologies, languages, protocols, libraries, and portability
do not exist. NASA should establish a software organization, possibly within
a structure with broader data-management activities, with responsibilitics to
create software policies and guidelines, to generate technical standards, to
monitor enforcement of policies and standards, and to assure the availability
of information related to existing software programs. The organization should
address the software issues as a joint effort among scientists within NASA,
government agencies, industry, and universities. Also, the resultant standards
must be compatible with the activities of international standards organizations.
Specific activities within this organization would include:

(a) The development of software acquisition management guidelines.

(b) The establishment of a unified software library to minimize multi-
ple developments of standard software.

(c) Concentrated research on software metrics.

(d) The establishment of a practice of software discipline for software
developed by NASA and scientists, including, but not limited to, such prac-
tices as structured programming requirements and design languages.

17. Space-science processing requires a variety of computational capabili-
ties. Current systems in use consist of both centralized and decentralized fa-
cilities, with centralized facilities using primarily large computers and de-
centralized facilities consisting primarily of minicomputers. At the same time,
the sophistication of scientific models are requiring ever-increasing processing
power, and the interdisciplinary nature of scientific processing is expanding
the needs for access to multiple, remote data sets. Fortunately, technology
advances in computers and distributed computing networks are compatible
with these requirements. We recommend that NASA work closely with the
scientific community to assure access to adequate computational capabilities,
communication facilities and protocols, information directories, and software
and format capabilities.

The Applications Data Service (ADS) and Space Science Data Service
(ssDs) programs offer some of the required capabilities. At the same time,
these programs may duplicate existing commercial capabilities. The scien-
tific community should participate in the definition and development of
these programs.

18. Computing facilities at a number of NASA Centers are a decade be-
hind state-of-the-art systems. We recommend that computational hardware,
software, and interactive terminals be updated more frequently in order to
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keep up with the space-science data loads and developments in compulter
technology. '

19. On-board processing of data will be important in future planetary
missions, where telemetry rates constrain the total amount of data that can
be returned. It will also be important in future Earth observation missions,
where the amount of data collected will be large. We recommend that greater
consideration be given to preprocessing and data compaction schemes and to
artificial intelligence and robotics, We further recommend that some degree
of ou-board preprocessing should also be experimentally implemented and
cvaluated in selected applications missions, but raw data should be accessibie
whenever possible, )

20. We recommend that scientific investigators have access to the raw
data from scientific, applications, and operational missions.

21. We recommend that NASA evaluate and deveiop the concept of “elec-
tronic browse” capabifity, allowing users to explore data Jiles via communica-
tions links. We recommend that “quick-look " low-resolution data be included
Jor use in electronic data browsing.
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Introduction

The purpose of computing
is insight,
not numbers.

R. W. HAMMING (1962)

The purpose of computing
numbers is not yet
in sight.

R.W. HAMMING (1970)

The principal objective of this report is to provide recommendations on data
management and computation that will maximize the utilization of scientific
data from science missions and the extraction of scientific data from applica-
tion missions. This requires that data be made available to the scientific com-
munity on a timely basis, in a usable format, and at a reasonable cost.

The evolution of scientific disciplines, space technology, and computer
technology over the past two decades has led to the current status in which
impressive capabilities exist to collect, store, and analyze digital data. There is
often, however, a considerable gap between actual practice and a well-con-
ceived and implemented data-management approach based on current tech-
nology. Advances in sensor technology, communications, and digital compu-
tation capabilities have been rapid. Many more bits of data are currently
acquired per year in the NASA program than are utilized. Much of the remote

12
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sensing of the Earth and other planets has evolved from a film-based, manual
interpretation technology to a digital, multispectral, multisensor, and multi-
temporal technology utilizing the full electromagnetic spectrum, with signifi-
cant computer processing for data correction, enhancement, information
cxtraction, data-base management, and modeling. This transition has not
occurred without growing pains. Futyre programs involving higher resolution
and wider spectral range sensors will increase the data acquisition rates by at
least one order of magnitude. Significant problems exist in nearly all space
programs in information extraction, processing, storage, retrieval, and dis-
semination. Existing and projected advances in digital processing and data-
base technologies suggest that reliable technological solutions exist that will
allow an increase in scientific returns from space-derived data.

During the preparation of this report a number of mission case histories
have been examined in order to document the successes and failures of data
management in the past and to develop recommendations for data manage-
ment for the near future. Also, development trends over the next decade have
been examined for electronic data-distribution systems and for computer
hardware and software technology. It became clear during the course of these
activities that a maximum scientific return could be achieved by merging
modern capabilities for computing and data comnunications with a vigorous
and end-to-end involvement of the scientific community,

We have structured this report so that the essential results of the study are
collected in an Executive Summary to make it easier for the reader to obtain
an overview of the problems and proposed solutions.

In the following sections we first outline selected case histories of mis-
sions, programs, and institutions in order to illustrate the wide range of meth-
ods for dealing with space-science data. This is not an exhaustive discussion of
all past and present data-management approaches but rather an illustrative set
of examples that, we believe, demonstrate the strength and weaknesses of
those approaches.

We next discuss the technologies on which data management and computa-
tion are based. We have attempted to identify the existing technologies, the
ways they are implemented (or not, as the case may be), and the trends for
the future,

We reviewed several NASA technology programs that will influence the
utilization of space-acquired data for scientific investigation and assess their
potential impact on data management.

Three types of computer systems—decentralized, centralized, and distrib-
uted—are considered from the viewpoint of space-science data processing,
Advantages and disadvantages of each approach are enumerated with specific
case studies providing illustrative examples,

Based on the range of experiences with data management and the level of
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technology available or soon to be available, we then abstract a set of general
principles for successful science data management.

Finally, we end the report with illustrations of how the principles of
science data management can be applied in a variety of situations, ranging
from the Principal Investigator Data Management Unit to the Project Data
Management Unit to a structure that we have termed the Discipline Data
Management Unit. In each case, the production of high-quality, usable science
data can be shown to be directly related to end-to-end scientific involvement
that applies the principles that we have annunciated.

We also note that the Space Science Board has always insisted that detailed
internal management issues are properly NASA’s responsibility and not an
appropriate area for Board recommendations. This report suggests, in broad
terms, the need for management attention and emphasis on data-management
systems.
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Recent Experiences with
Science Data Acquisition
and Management

The greatest minds are capable of the greatest vices as well as of the
greatest virtues.

RENE DESCARTES, Le Discours de la Methode (1637)

In this chapter we review the data-handling procedures for a few selected
NASA missions, the operation of several data archives that handle data ob-
tained from space missions, and several examples of consortia and workshops
that have been dedicated to processing and analyzing space data. The mission
reviews are formulated in terms of the charge to the committee. The missions,
archives, consortia, and workshops have been chosen to illustrate the diverse
ways in which data are collected, processed, distributed, and archived.

1. NASA APPROACHES

During the past 20 years, NASA has employed a variety of approaches to pro-
vide scientists with data and the capacity to analyze them. These approaches
have been notable for their differences rather than their similarities, as they
have been tailored to the requirements of each mission.

Many NASA projects operate with the Principal Investigator (PI) format.
In its simplest form, a scientist provides an instrument that is flown on a
satellite. The interaction between NASA and the P1 concerns mainly the com-
patibility of the instrument and its data communication system with the
spacecraft. The data from the instrument are provided directly to the PI for
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processing and interpretation. Since the scientist has a strong incentive to
publish, results usually reach the literature in a timely manner. The scientist
has less incentive, however, to archive the raw and partially processed data
for other users. In many cases data are not forwarded to data archival centers,
or they are forwarded with insufficient documentation.

Some instruments now flown on space vehicles are more complex, and it is
difficult for a single P1 to develop such instrumentation. Thus, NASA began
developing its own spacecraft instrumentation. Often this has been done in
collaboration with teams of interested scientists. No standard protocol has de-
veloped for the interaction of these teams with the spacecraft project. In
some cases, the teams actively participate in the design of the spacecraft sys-
tem and/or have responsibility for data processing and interpretation.

A major problem with applications missions is that they are often treated
as if they require little or no scientific involvement in data processing and
interpretation. An example is Landsat, in which a primary output in the past
was “photographs” of the Earth’s surface. Despite the assumed lack of re-
quirements for scientific participation in the processing and interpretation
aspects of applications missions, such participation has occurred on an infor-
mal basis and has been beneficial to both the missions and the participating
scientists. Improved sensor specifications, development of new uses for the
data. and extraction of scientific information arc some of the benefits that

have occurred.

Mam apace nussions are carnied out jointh with other federal agencies.

LY R R A O R R I N IOSS peo s D L
1900s NASA and NOAA have collaborated n the launch and operation of
several generations of operational weather satellites (the ESSA, GOES, NOAA,
and TIROS series). The atmospheric science and oceanographic community
has found the experiments on these operational satellites to be plentiful
sources of scientific data. Firm plans have been made to continue and even
increase the use of operational weather satellites for scientific purposes.

We now illustrate the various approaches to scientific data utilization by
specific examples from several missions. While these examples do not repre-
sent an exhaustive discussion of either project or data-management approaches,
we believe that they are a representativé sample from which lessons can be
learned and conclusions drawn. Both science and applications missions arc

considered. In one case the mission has not yet been flown.

Il. SCIENCE MISSIONS

The science missions described in this section have all had as their primary
goa‘l the derivation of scientific information. Their success should therefore
be judged on the extent to which they facilitated the derivation of such infor-
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mation. In fact, all of these missions are seen as major successes. In the areas
of data management and computation, however, each mission could have
been considerably improved.

The International Sun-Earth Explorer Program

The International Sun-Earth Explorer (1SEE) program is typical of the tradi-
tional NASA approach to space missions. This program consists of three satel-
lites designed to study the solar wind and its interaction with the Earth’s
magnetic field. One satellite (1ISEE-3) is continuously in the solar wind moni-
toring the input to the magnetosphere, the other two (ISEE-1 and -2) are
close together and pass through the magnetosphere on an eccentric orbit,
Instruments for these two spacecraft and the separation strategy were chosen
with the goal of peiforming detailed studies of the responses of magneto-
spheric boundaries to changes in the solar wind.

The ISEE program is typical in the sense that each experiment was pro-
vided by a PI who had complete control of his instrument. It is also typical in
the manner in which data are handled. Data are transmitted to the ground,
decommutated by NASA, and shipped to the PI. At a later time, attitude/
orbit tapes are shipped as well. On receipt of the data, the PI processes them
in combination with attitude/orbit information to produce various files and
displays of calibrated data. The PI and his co-investigators and colleagues then
engage in studies of interest to them. If these involve use of data from other
ISEL spacecraft, or from spacecraft outside the ISEE program or from ground
experiments, special arrangement with other PI’s are required. The ISEE proj-
ect does not formally support this activity.*

DATA SYSTEM PLANNING

The ISEE data system was not planned but inherited from earlier programs
with the ground rule that no changes could be made in the system. This led to
several data-handling problems.

One problem was the lack of simultaneous data from all three spacecraft.
Since the ISEL mission is designed to study magnetospheric responses to
solar-wind variations, this is indeed a serious limitation. A second problem re-
sults from gaps in the data stream. Data are transmitted in messages of about
2-h duration with approximately 1-min gaps in between. These gaps greatly
complicate data-processing programs that use recursive filtering to track
spacecraft spin period, spin phase, and instrument temperature, for example.

*An exception is the support of “pool tape™ generatjon discussed in the following
Section.
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PREPROCESSING

On-board preprocessing is limited to various modes of filtering and averaging.
These modes are selected by ground command to optimize the use of the
available telemetry bandwidth for specific observations.

On the ground, data are received at the Information Processing Division
(1PD) of the Goddard Space Flight Center. Most of the preprocessing per-
formed at the IPD involves decommutation of the data streams from individ-
ual instruments and preparation of raw data tapes for shipment to the indi-
vidual PI’s. The management structure at the IPD does not provide incentives
for the generation of a complete and ordered data file from a given project;
rather, maximizing the number of tapes processed appears to be the primary
goal. As a result, processing of ISEE telemetry tapes has fallen behind, and
tapes that are delivered often contain large gaps (in addition to the 1-min gaps
discussed previously).

The IPD also performs preprocessing of data for the generation of “Pool
Tapes,” an innovation made by the ISEE project. These tapes contain low-
resolution parameters and indices that summarize the observations made by
ISEE-1 in the solar wind and ISEE-3 in the magnetosphere. Along with the
pool tapes, the 1PD produces microfilm plots of the data contained on the
tapes. The pool data are made available to interested researchers and serve as
a guide to interesting events that may then be studied in detail with high-
resolution data obtained from the PIs.

Although the pool data are not of sufficiently high quality or resolution to
be used as the sole source of data for a research project, experience with pool
data has shown them to be quite useful and demonstrates that some ground
preprocessing can be extremely valuable. On the other hand, the fact that
data processed by PI's is generally needed to conduct detailed studies indi-
cates that a close interaction between knowledgeable scientists and the raw
data is a fundamental requirement of an effective data-processing system.

DISTRIBUTION OF DATA

The distribution of data is accomplished by mailing tapes to the P1’s, and, as
noted earlier, there is a large backlog of data to be processed and shipped;
data that are shipped often contain substantial gaps. One consequence of this
traditional distribution system is the loss of data that occurs when an instru-
ment fails in a specific mode and the failure itself is not recognized until later.
No on-line, quick-look capability was ever developed by the project.

DATA STANDARDIZATION AND FIDELITY

The ISEE project has not attempted to define standard data formats other
than those required to provide investigators with raw data, attitude/orbit in-
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formation, and pool data, The project has not imposed constraints on the for-
mat of data processed by the individual investigators. Since these investigators
are located in a varicty of institutions in different countries, there are a large
number of data formats currently being produced. This makes it difficult to
conduct multiexperiment studies of single events.

SOFTWARE DEVELOPMENT

The ISEL project has not considered the problem of software development at
the level of individual experiments. No attempt was made by the project to
specily languages or programming documentation standards or to provide
software support. Program development prior to spacecraft launch was not
supported either by adequate funding or by the provision of simulated space-
craft data. Software is not considered a deliverable item and remains the
property of the PI's,

Software for the production of pool data was developed by the project
from Pl-supplied algorithms. Development of this software took an excessive-
ly long time because the development effort was underfunded.

DISTRIBUTION OF COMPUTING CAPABILITY

Computational capability has been made available to the ISFE PI's through
provision of funds that have been used to purchase time on “mainframe”
computers or in some cases to purchase dedicated minicomputer systeins. The
latter has been quite cost-effective since the dedicated systems can (and have
been) tailored to the requirements of the individual experiments.

MASS DATA STORAGLE AND R ETRIEVAL

The major data archive for which the 1SEE project is responsible is a tape
library containing copies of the raw data tapes sent to the PI's. This archive
provides the capability to recreate a raw data tape should the tape be lost or
destroyed. The calibration software is developed by the PI’s on their own
computers and is not delivered to the project. Thus, it is difficult for meaning-
ful information to be extracted from this archive by anyone other than a p1.

The ISEL project also maintains an archive of pool data. As discussed
above, these data are useful for identifying interesting events but cannot be
used for detailed studies of the events.

INTERACTIVE PROCESSING

Interactive processing is not a major element in the ISEI: project and is not
formally supported. Most ISE T investigators utilize mainframe computers and
batch processing.
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The rapid development of high-quality data-processing programs depends
on several factors. Most important is quick turnaround. This means both
rapid input and output from the computer and short incidence times of jobs
within the computer. Also important is access to graphics display devices that
enable the investigators to see and interact with their data conveniently.

The High Energy Astrophysical Observatory-2 Mission

The High Energy Astrophysical Observatory-2 (NEAO-2, since renamed the
Einstein Observatory) satellite contains the first imaging x-ray telescope to be
placed in Earth orbit.

For this mission, investigators responding to the NASA Announcement of
Opportunity (A0) formed a team involving scientists at American Science
and Engineering [this group later relocated to the Smithsonian Astrophysical
Observatory (SAO)], the Massachusetts Institute of Technology, Columbia
University, and Goddard Space Flight Center. A single Pl was named in the
proposal to head the team, and principal scientists were named at each insti-
tution. The primary scientific instrumentation developed included a grazing-
incidence focusing x-ray telescope, two focal-plane imaging detectors, and
two focal-plane spectrometers. The experimenter team was responsible for
technical overview of the overall optical system (above plus optical bench,
focal-plane transport assembly, three star trackers, fiducial light system, and
thermal control system) as well as instrument integration and calibration.

Scientific involvement in the mission planning and prelaunch software
development was through the consortium of investigators, with the lead role
taken by the SAO group. Initial definition for these activities was included
at the time of negotiation of the development (phase C/D) contracts. As de-
scribed below, the actual scientific activities in the data area were substantially
the work of the consortium team and were based on these initial definitions.
Since it was recognized by the experimenters and NASA that the mission
presented a substantial capability and a unique resource, it was agreed to
waive the traditional PI rights and operate the observatory as a National Facil-
ity with a substantial guest observer program,

DATA SYSTEM PLANNING

Data system planning was recognized at a relatively low level in phase C/D
plans and budgets. The data system development involved an individual scien-
tist who was also responsible for the scientific direction of prelaunch mission
operations activities—planning the observing program, commanding of the
satellite, real-time and near-real-time monitoring, and contingency planning.




Recent Experiences with Science Data Acquisition and Management 21

There was some early definition of quick-look and production data flow,
an identification of a data processing/computer hardware budget (about
$200,000), and the conceptual design of major blocks in the data reduction
system 24 to 18 months before launch. These led to the concept of data flow
through SAG; the centralization of certain software development and data re-
duction such as preprocessing, aspect analysis, and basic image reduction; and
the wide distribution of detailed scientific analysis, Hardware concerns and
mission operations planning completely dominated prelaunch activities, but
some prelaunch software development was planned and funds were identified
(about $650,000) and protected. As discussed under Software Development
below these funds were insufficient to carry out the required developments
fully.

PREPROCESSING

On-board preprocessing is minimal, and the overall data rate (6.4 kbps) is rela-
tively low. Individual events are counted and transmitted, with some dedi-
cated hardware to scale rates to handle brighter sources. On the ground,
GSFC preprocessing of data emphasizes synchronization checks, timing, de-
commutation, and concatenation of recorder dumps. SAO generates a stan-
dard output file containing the results of scientific image preprocessing,
which includes the aspect solution, the detector electrical-to-sky transforma-
tion using the aspect data and calibration light data, and the generation of a
standard output file. For the MIT spectrometer, a similar preprocessing takes
place at SAO, while preprocessing of the Goddard spectrometer data is done
by the Goddard scientific group using a small dedicated facility.

DISTRIBUTION OF DATA

The quick-look data represent 40 percent of the total data and are provided
to experimenters within 24 to 48 h. The data are used to supplement detailed
monitoring of the hardware status and for a preliminary scientific analysis,
which is essential for planning follow-up observations within the allowed 30-
day visibility window. The data are also used to refine planned exposure
times for upcoming sources of similar types. The importance of quick-look
data is due to the delay time in the delivery of production data, 4 to 8 weeks
at present. The data arc delivered from ground stations to GSEC within a few
days and require a few days to process at GSIC, but the current backlog, or
queue, at the GSI'C Information Processing Division determines the 4- (o 8-
week delay in delivery to the experimenters. Preprocessed images are gener-
ally available within 2 weeks of the delivery of the production data to SAO,
although delivery of processed data to outside observers has proceeded much
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more slowly. This is, in part, because of a desire to obtain a complete data set
for outside observers before delivery and in part because of lack of complete-
ness of the software processing system (see Software Development, below).

DATA STANDARDIZATION AND FIDELITY

HEAO-2 has four unique formats, one for each focal-plane instrument. There
is little on-board data compaction or error correction, but with the imaging
data this is not a serious problem since individual photon detections are
counted. During preprocessing at SAO, data compaction does occur in the
construction of an image file consisting of individual detections and photon
maps, with zero event intervals removed from the file.

SOFTWARE DEVELOPMENT

Planning started about 2 years before launch with one individual involved
part-time. Several scientists and programmers became involved in the period
12 to 18 months before launch and formed the basic software development
team. Some of these people were involved with the hardware development
(and appreciated particular nuances associated with the instrument perform-
ance); others were primarily software experts. The software planning and de-
velopment involved coordinated scientific specifications, informal weekly
reviews, formal design reviews, formal schedules and progress monitoring,
actual coding of modules, testing with simulated and realistic calibration data,
overall system planning, and integration of the individual modules. The over-
all concepts were sound, but time and manpower were insufficient to com-
plete the software development before launch. At the time of launch the
basic processing system and software existed, but software to handle varia-
tions and contingencies did not. This was due to underestimation of require-
ments (particularly software development time and costs by the experimen-
ters) and to inadequate funding of science activities after carlier forced cost
reductions in the HEAQ program.

The remaining software development proceeded postlaunch, competing
with operations, observing program planning, and science activities. This re-
sulted in less orderly development (lower programmer productivity), less
testing, and much less documentation. Much of the software is in Fortran and
could be used on future programs in x-ray astronomy (although many sub-
routines are based on the scientific library developed for the Eclipse com-
puters). Documentation is only partially complete, and a more detailed de-
scription is being developed.

Planning and funding for the postlaunch phase did not sufficiently deline-
ate requirements for operations, for planning ‘the observing program, for data
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reduction and analysis (at SAO and in support of guest investigators), and for
modifying and developing new software. Inadequate software development
and science budgets resulted from underestimates by the scientific team and
pressure in the early phases of the program to minimize costs in these areas.
These pressures arose from the desire to maximize the amount of money
available for spacecraft hardware development. Postlaunch conflicts among
the areas delineated above found NASA less appreciative of science require-
ments as compared with operations requirements, with which they had greater
familiarity and responsibility.

From this experience, it is clear that (1) experimenters need to develop
more accurate means to estimate realistic costs associated with software and
science activities. (2) science budgets should be established early in a program
and protected from spacecraft hardware costs, and (3) NASA should develop
a balanced appreciation of both science and operations requirements.

DISTRIBUTION O COMPUTATIONAL CAPABILITIES

The 111FA0-2 progiam has centralized aspect and image reduction capabilities
at SAO hased on dedicated minicomputers. The other major members of the
investigator team (MIT, GSI'C, and Columbia University), each responsible
for 1S percent or more of the data, also have dedicated minicomputers, The
MIT and Columbia computers utilize hardware almost completely compatible
with that at SAO, while the GSI°C scientific group does not. The G SIC group,
therefore, requires either software conversion or greater processing of their
imaging data at SAO. The guest program involved 25 percent of the data and
over 400 users in the first 2 years. Guest observers came to SAO to work
with their daia for 1 to 2 weeks and completed their analyses at their home
institution. Facilities are provided at SAO to analyze structure, spectra, and
time variability ; some programming support is available to develop specialized
analysis routines.

A study before launch indicated that dedicated minicomputers (including
their maintenance and operating costs) were more cost effective than shared
mainframes, partly because they could be run 24 h/day with many of the
costs fixed. The HI'AO-2 group at SAO has two systems: one for standard re-
duction and one for user scientific analysis and advanced software develop-
ment. A side benefit of this configuration is the redundancy provided by the
two nearly identical systems and peripherals. An additional important factor
with dedicated systems is the ability to determine priorities internally, there-
by allowing spacecraft contingencies to be dealt with on an immediate basis.
Also, the uwse of the basic computers, peripherals, and terminals can be
planned to meet project priorities, avoiding contlicts with outside computer
uscers,
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MASS DATA STORAGE AND RETRIEVAL

Data are stored at SAO on standard computer-compatible tapes. The data rate
is such that about four tapes per day are required. Images are maintained on
disk (for about 3 months) and backed up on tape. A computer-based logging
system provides for record keeping and facilitates data retricval as well as the
observation scheduling activity. There are contractual requirements and agree-
ments to send appropriate processed data to the National Space Science Data
Center (NSSDC) at various stages. Data sets will be of manageable sizes, espe-
cially compared with earth resources (Landsat) data sets. No specific plans
yet exist for describing the data to be sent to NSSDC, for providing software
that can be used to access and display the data, or for providing for general
community awareness of the existence of the data at the NSSDC. For the
period during which SAQ is under contract, access to the data will invariably
be through SAO and not through NSSDC.

INTERACTIVE PROCESSING

The use of dedicated minicomputers with terminals allows for flexibility in
the processing system. The processing can run automatically, thereby mini-
mizing human intervention in routine data reduction, but options allow a var-
iety of aspect processing and science processing to be executed by overriding
the automatic mode and interacting directly with the data. The computer also
tracks the observing program and monitors the data processing to determine
when merging of image segments is feasible. An automatic source-detection
capability is applied after data have been merged. Individual scientists can
then decide on appropriate further processing. Possibilities include various
image displays with manipulation and permanent copy capability, extended
source analysis, and spectral or temporal analysis. The approach is to auto-
mate as many functions as possible but at the same time to provide for scien-
tist intervention whenever appropriate.

The Viking Mission

The Viking mission to Mars consisted of four spacecraft: two Orbiters and
two Landers. The Orbiters carried identical science packages, consisting of a
vidicon imaging system, a spectrometer designed to map atmospheric water-
vapor abundances, and an infrared thermal mapper designed to measure
atmospheric and surface temperatures and, thereby, to determine surface
thermal inertias. The primary goal of these instruments was to select a warm,
wet location that would maximize the probability that the Lander experi-
ments would detect evidence for life. The Landers also carried identical sci-
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ence packages, consisting of two facsimile cameras (stereo), three biology
experiments, a mass chromatograph-mass spectrometer, an x-ray fluorescence
instrument, a meteorology instrument, and a seismometer. Measurements
were also obtained within the upper atmosphere by use of mass spectrometers
within the aeroshield.

During the mission, data acquired by the Lander were primarily recorded
on tape and then relayed at 16 kbps to an Orbiter for transmission to Earth.
The Landers also had a capability of transmitting directly to Earth at about |
kbps. The two Orbiters and one of the Landers are now inoperative. The Vik-
ing | Lander is in an automatic mode in which small amounts of data will be
transmitted back to Earth about every 9 days. Viking has returned more data
than all previous planctary missions combined. As such, the mode of planning
for and handling the data load is of interest.

DATA SYSTEM PLANNING

Scientific participation in the Viking mission operated as follows: In response
to a NASA Announcement of Opportunity (A0), teams or individuals pro-
posed to participate in development of, and data analysis from, a given exper-
iment. Team leaders were chosen for each experiment. The team leaders,
together with the Project Scientist, composed the Science Steering Group
(8SG). Through the course of the project, the goal of the SSG was to main-
tain a direct science involvement in the mission.

In the early phases of the mission, data were received and processed at JPL.
As the mission progressed, more and more partially reduced data were shipped
to investigators” home institutions for final processing. Problems existed with
both situations. For example, Lander image data were initially processed at
a “quick-look™ facility, the First Order Viking Lander Image Processing
(FovLip), where digital tapes were also generated. The tapes were hand
carried to the JPL Image Processing Laboratory, where final products were
produced. The image formats were almost totally incompatible, so that inves-
tigators receiving the quick-look and final copies of the images or digital tapes
sometimes had a difficult time understanding the differences between the
versions.

The prime problem with the data system handling, however, was that suffi-
cient funds were not initially included in project estimates for extended mis-
sion operations and data-analysis costs. As a consequence, the Viking Project,
on the urging of the $SG, kept returning to NASA Headquarters for an exten-
sion of the mission lifetime, along with funds to cover the associated cost.
Toward the end of the mission, delays of 6 to 8 months in receiving data
products were common because of the minimal amount of money available
for producing reduced data sets.
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PREPROCESSING

The only significant on-board preprocessing conducted during the Viking mis-
sion involved programming the on-board computers as to what instrument
data sets to record on tape. For instance, the Lander cameras could be pro-
grammed to image in six wavelengths, covering 0.4 to 1.1 um or to image in a
monochromatic mode with four focus settings. The channels used, along with
the camera pointing angles, were selectable. As another example, the Lander
seismometer could be placed in a “threshold” mode, whereby data were re-
corded only when a signal above a critical magnitude was received.

On-the-ground preprocessing for image data consisted mainly of noise re-
moval for generation of tapes, together with filtering and contrast enhance-
ment for hard copies of the images. Most of the early image analysis was
conducted with hard-copy data rather than with digital data, so these steps
were important. The extent of ground preprocessing varied widely for the
other instruments.

DISTRIBUTION OF DATA

The mode of Viking data distribution varied with the kind of data. Each in-
vestigator team, except the imaging teams, had its own group for reducing
data, even during the early phases of the mission. Image data, when reduced,
were deposited at the Viking data library. The library then distributed the
data to Viking investigators and to the NSSDC, which did not receive digital
tapes but only hard copies together with available documentation. Selected
Viking investigators did receive tapes, and the U.S. Geological Survey (USGS)
in Flagstaff, Arizona, has a complete collection. However, there is currently
no archival facility for storing image tapes for Viking or for any other plane-
tary mission. When the Viking library became full, older tapes were simply
transferred to a warehouse.

Severe problems with the interface between the Viking Mission and the
NSSDC were encountered during the first 2 years of the mission. The typical
mode of operation was for NSSDC to be sent boxes of image products, Vik-
ing Orbiter image mosaics for example, without any documentation. As a
consequence, the NSSDC was extremely hard pressed to fulfill its obligations
as a depository for these data. The situation became more tolerable after
intervention of discipline chiefs at NASA Headquarters, whose programs de-
pended on use of the data. Catalogs (including cross references to ancillary
data) currently exist for Lander images; similar catalogs exist for Orbiter
image products. Some data for Viking experiments conducted during the
early phases of the mission still have not been deposited with the NSSDC.
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DATA STANDARDIZATION AND FIDELITY

There are three modes of producing Viking Lander images, each of which has
a different format of the data block and different algorithms for processing
the data. In addition, each nonimaging experiment team essentially defined
its own standards for producing and archiving data. Basically, there was little
standardization of Viking products once the data were removed from the
telemetry data stream.

SOFTWARE DEVELOPMENT

Much of the software for Viking was written specifically to process Viking
data sets. This was especially true of nonimaging data. Much of the software
for processing image data was inherited from previous missions. In addition,
some specialized image-processing routines were developed to process the
Lander stereo images.

DISTRIBUTION OF COMPUTATIONAL CAPABILITIES

At the beginning of the mission, the vast majority of data analysis was con-
ducted at the JPL computing facilities. As the mission progressed, more com-
putation began to be conducted at individual investigators’ home institutions.
In several instances arguments were made to the Project and to NASA Head-
quarters that computation costs could be decreased by up to an order of
magnitude with dedicated minicomputers rather than JPL mainframe sys-
tems. As an example, a dedicated minicomputer system is in operation at
Washington University. The cost of the system was about $126,000. Amor-
tized over the 5 years of the Mars Data Analysis Program (a program primar-
ily for Viking data analysis), and including programming and maintenance
costs, typical image-processing operations cost an order of magnitude less
than at the Image Processing Laboratory (IPL) of JPL.

MASS DATA STORAGE AND RETRIEVAL

The Viking mission continued much longer than expected. As a consequence,
the mission was chronically understaffed to archive and maintain the data
files. As mentioned earlier, older planetary image digital tapes are stored in
warchouses, with little regard to preserving them in an archival fashion.
Documentation has severely lagged behind production of reduced data, often
severely compromising NSSD(’s ability to act as a repository for Viking data
sets. No truly mass storage system was used during Viking.
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The development of Regional Planetary Image Facilities has alleviated the
problem of data retrieval or, more generally, user access to Viking image data
sets. Six of these facilities exist around the country, serving as regional reposi-
tories for the data sets. Users can examine data firsthand and then order their
own subsets from the NSSDC. In addition, engineering data documenting
such as image locations and resolutions are computer searchable via inter-
active terminals. Image displays can be used to examine the images that fulfill
search constraints by use of automated microfiche readers. Currently, the
readers are being replaced by videodisk players.

INTERACTIVE PROCESSING

The principal example of interactive processing during the Viking Mission was
the “quick looks” of Lander images produced immediately after receipt of
the data. The quick looks were generated on a software/hardware system,
now dismantled, which was called FOVLIP. The intent was to use the image
data to search for optimum sites for the surface sampler to acquire soil sam-
ples. In practice, FOVLIP was also used to find the sampler arm when it
“hung up” in various positions. Such an interactive capability was a crucial
element in the successful acquisition of soil samples. In addition, an inter-
active softwarefhardware system at JPL was used to process Lander stereo
images quickly for the same purpose, i.e., where is the sampler arm, and how
should it be commanded to acquire a soil sample?

Unfortunately, other interactive processing took a backseat to these two
tasks. Funds were generally unavailable for such processing at IPL. An ex-
ample of the inadequacies is that it took nearly 2 years at IPL to produce
computer-generated mosaics from the Lander images. On the other hand,
interactive processing on a minicomputer-based system is the dominant mode
for processing Viking data at an individual investigator’s home institution.

Space Telescope

In this section, we describe a future mission that is in active development at
present. It is an important example because it shows to what extent the man-
agement of scientific data has been altered as a result of previous experience.

The Space Telescope (ST) is to be launched in the mid-1980’s and will be
the first large (2.4-m aperture) astronomical telescope to be placed above the
Earth’s atmosphere. The ST has many advantages over ground-based tele-
scopes: it will be able to conduct observations not only at optical (visible)
wavelengths but also at ultraviolet and infrared wavelengths, where absorp-
tion by the atmosphere prohibits or greatly interferes with ground-based ob-
servations: background light at all wavelengths will be reduced, and the lack
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the largest ground-based telescope.

The Space Telescope Project is a major departure from previous NASA
astronomical satellite missions in at least four ways: (1) It is an optical tele-
Scope- -previous missions have been directed toward wavelengths where the
atmosphere s opaque. (2) It has a large aperture—previous astronomical
satellites have had apertures of the order of 0.6 m. (3) 1t will have a long life-
time with Shuttle maintenance or refurbishment as necessary. Current plan-
ning for the Space Telescope extends its life through the year 2000 @) It
will be primarily a guest obscrver facility —previous astronomical satelljtes
have been operated in the Pl mode with some (or none in some cases) guest
observer participation.

The first two departures will affect the scientific problems to be dealt

long lifetime, NASA is following the fecommendations of the “Hornig Com-
mittee” (Institutional Arrangements for the Space Telescope, National Acad-
emy of Sciences, Washington, D.C,, 1976) in establishing a Space Telescope
Science Institute (ST Scl) that will be operated under contract to NASA and
that will have responsibility for the scientific operations of the ST. This re-
sponsibility includes advising NASA on the need for new instruments or
instrument refurbishment; funding of guest observers: solicitation and evalua-
tion of observing proposals: planning and scheduling of observations; execu-
tion of science quick-look functions during the performance of observations:
science data processing and calibration; science data archiving, cataloging, and
retrieval; delivery of data products to users: and limited support for science

sponsible for spacecrafi scheduling, command generation engineering data
management, and overall ST health and safety.
The ST Scl was placed under contract in 1981, about S years before

tions are being procured under other contracts and are planned to be installed
as a turnkey system, Second, the development phase scientific participation
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in the ST project has been obtained through the AO process. The ST Project
Scientist chairs the Science Working Group (SWG), which consists of NASA
scientists and scientists responding to the A0O. About half of these scientists
are PI’s, who, together with other scientists on an Investigation Definition
Team (IDT), are responsible for developing one of the five scientific instru-
ments (SI's) and carrying out an investigation with it. One of the six PI's
heads the Astrometry Team, which is responsible for advising on the develop-
ment of the Fine Guidance System (being built as part of the telescope) and
carrying out an astrometric program. Another P1 represents the European
Space Agency, which is funding and developing one of the five instruments
and the solar arrays. The remainder of these scientists include Telescope Sci-
entists, responsible for advising on the development of the telescope, the Data
and Operation Team Leader, responsible for advising on data management
and science operations, and Interdisciplinary Scientists, who provide general
advice on scientific matters.

DATA SYSTEM PLANNING AND SOFTWARF. DEVELOPMENT

The Science Institute is the natural organization for presenting the needs of
the astronomical community to the ST project. However, the late date at
which the Scl will be placed under contract precludes it from performing this
function, and NASA has used the advice of the development-phase scientists
in its data system planning. These scientists have tried to be as representative
of the astronomical community as possible, but it cannot be expected that
they would take as broad a view as the Science Institute would.

The ST project has been receptive to the requirements of the scientists. A
problem arose, however, because the ground-system hardware and software
was not being procuted by the ST project (which is funded by the Office of
Space Science) but by the Missions and Data Operations Directorate (MDOD,
which is funded by the Office of Space Tracking and Data Acquisition) at
GSFC. The communication between the project and MbOD is via a Project
Operations Requirements Document, which contains functional and perform-
ance requirements but no implementation requirements. The requirements
document is prepared by the project, and then the requirements are imple-
mented by MbOD in any manner they desire as long as the requirements are
met and the costs remain within budget. Communication through the require-
ments document, even when supplemented by face-to-face communication, is
difficult at best. For example, the requirements that the ground system be
streamlined, use modern technology, and be able to take advantage of tech-
nology improvements are implementation requircments, not functional re-
quirements, and as such cannot be included in the requirements document,
The ST project is having a difficult time getting MDOD to agree to implemen-
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tation requirements such as these. Another problem has to do with minimiza-
tion of operating costs. Inadequate attention is being paid by MDOD, which
is responsible for development costs, while the project will be responsible for
operating costs (at least for the science operations portion of mission opera-
tions). A third problem has to do with interpretation of requirements. A list
of requirements is, in fact, a sterile document and requires considerable inter-
pretation before an implementation can be implemented. MDOD personnel
have consistently “overinterpreted” the requirements and arrived at large cost
estimates. This led to pressure for wholesale removal of functional require-
ments from the requirements document. The project resisted this by aliowing
performance (but not functional) requirements to be descoped to the point
where the ST ground system is just barely adequate, and in some cases in-
adequate, for the tasks it must perform. This strategy was based on the fact
that since implementation of the requirements is really not expensive, they
can be implemented by the Scl either after it comes under contract or after
launch. However, even with the descoping of requirements, the MDOD cost
estimates were still prohibitively high. This led to a restructuring of the
ground-system procurement, with MDOD procuring only that portion that
deals directly with the spacccraft and the ST project procuring that portion
that deals with science operations and science data management—the Science
Operations Ground System (SOGS). The SOGS consists almost entirely of
the hardware and software to be operated by the Scl. As such, it would seem
natural that the Scl develop the SOGS. This would lead to more scientific
involvement and would probably reduce costs. The project has resisted this
idea, and it remains to be seen how the Scl and the SOGS will turn out.

PREPROCESSING

Limited preprocessing functions will be implemented on-board. These will
include on-board target acquisition (which involves obtaining a target acquisi-
tion image, on-board processing of the image to determine the location of
the target, and then repointing the telescope so the target is centered in the
aperture of the instrument), averaging of successive detector readouts (with
bad readout rejection), synchronous averaging of pulsar signals, exposure-
meter control (in which the cumulative exposure must reach a preset level
before the exposure is terminated and the next exposure is begun), and error
correction encoding (which inserts check bits in the data stream so that the
data may be recovered in the event of telemetry errors).

All ground preprocessing functions (with the possible exception of data
capture) will be performed at the Scl. These functions will convert the raw
data to a standard, calibrated format. Essentially all data will undergo
photometric correction, and some images will require geometric correction.
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In addition, the Scl will keep copies of the raw data so that observers
with specialized requirements can perform unique calibrations or corrections.

DISTRIBUTION OF DATA

All science data generated by the ST will be sent to the Scl, where they will
undergo the preprocessing described above. When the preprocessing functions
are complete, the data will be available to the guest observer who proposed
the observation. In addition, the data will be kept in the Scl archives and,
after approximately 1 year, will be available to any interested party. Note
that this scheme avoids the problem of the Scl having to persuade the ob-
servers to return the data to the archives.

DATA STANDARDIZATION AND FIDELITY

As noted above, all ST data will be processed to a standard level of calibra-
tion. At present, it is not known what this level will be nor how successful the
processing activity will be.

Some data format standardization has occurred. The project has defined a
standard telemetry packet architecture and has defined the contents of some
of the ancillary fields in the packet format. In addition, a standard header
packet has been defined. There can be up to two instrument-unique formats
for the data fields in the packets. Formats to be used during the ground data
processing have not yet been defined.

DISTRIBUTION OF COMPUTATIONAL CAPABILITIES

The project has made funds available to the PI’s for the acquisition of compu-
tational resources. These funds have been used to purchase computing time,
shared minicomputer systems, and dedicated minicomputer systems, depend-
ing on the requirements of the individual IDT’s. These computer resources are
being used for software development and will probably be used to support
data analysis by the 1DT’s after launch.

The data-processing system at the Scl is being planned around a network
of minicomputers. The system is being sized to handle planning and schedul-
ing, observation support, data reception and calibration, data archiving and
retrieval, and fimited amounts of data analysis. It is expected that most ST
observers will have access to data-analysis {acilities at their home institutions.
Therefore, the analysis capability is being sized to support only the follow-
ing: analyses performed by Scl staff; preliminary, quicklook analysis by
guest observers; and analyses by those guest observers who do not have ade-
quate resources at their home institutions.

There are no plans to provide remote access to the Sel facilities as recom-
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mended by the Hornig Committee. Implementation of such access at a later
date, however, is not ruled out.

MASS DATA STORAGE AND RETRIEVAL

The Scl will be responsible for data archival, cataloging, and retrieval. Present
plans are that the bulk data sets will be stored off-line on computer compati-
ble tapes. Indices to this archive will be maintained on-line. Thus, it will be
possible to search the catalog rapidly, but considerable delays will be intro-
duced before the data can actually be retrieved from the archive.

The archive will not be needed until the mid-1980s at the earliest. It is ex-
pected that significant advances in mass storage technology (allowing, for ex-
ample, rapid on-line access to 10" bits of data—10 years worth of ST opera-
tion) will have occurred by this time, yet the project is taking no notice of
such advances and is proceeding with planning for the tape-based archive.

INTERACTIVE PROCESSING

The ST project recognizes the value of, and supports the implementation of,
interactive processing. It is envisaged that the calibration operations will be
performed in an automatic “pipeline” mode with provision for occasional sci-
entist intervention when required. Quick-look operations will be performed
interactively, in some cases, in near real time. Analysis will be performed
either interactively or noninteractively at the user’s option.

Atmosphere Explorer

The Atmosphere Explorer (AE) mission was an innovative step forward in
the analysis of satellite data. For the first time considerable thought was put
into the design of the data system and a wide variety of data services provided
by the project. The mission consisted of three spacecraft designed to investi-
gate the photochemical and energy-transport processes accompanying the
absorption of solar ultraviolet radiation in the Earth’s thermosphere. The
measurement package included 14 complementary experiments measuring
atmospheric composition, temperature, flow, and radiation. The spacecraft
were placed in low-altitude, eccentric polar orbits, which made possible mea-
surements of the vertical distribution of various atmospheric properties as a
function of latitude and local time. This is an example of a project success-
fully pursued in a (multiple) P1 mode.

DATA SYSTEM PLANNING

The AE mission adopted a new philosophy in pursuing its science goals and
a new approach to the handling, processing, and analysis of satellite data.
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The basic tenet of this philosophy was the belief that all data acquired by the
spacecraft must be available to all experimenters for cooperative study. The
new approach to data processing utilized a dedicated computer to manage all
experimenter data files, to provide computational resources, and to service a
network of interactive terminals,

The AE data system was planned in advance and provided by the project.
It included a central computer, a data-management facility, and a network of
leased lines and remote terminals. The data-management facility included a
number of specific types of files and programs for manipulating them, both
interactively and through batch processing.

PREPROCESSING

The AE system made somewhat more extensive use of preprocessing than
other satellite programs. Data acquired by the experiments were stored in on-
board tape recorders and were transmitted to the ground when the spacecraft
was over the receiving stations. The data were recorded on tape for backup
purposes and relayed by communication lines to the processor at GSI:C. Not-
mally, all telemetry data were transmitted from the processor directly to the
Operations Control Center computer and the input processor of the AE data
system (see Figure 3.1). As data were received, the input processor created a
backup raw telemetry data tape. It then extracted attitude and orbit informa-
tion, which were sent to the attitude/orbit computer for detailed processing
and also written on backup tape. In addition, it extracted data critical for
spacecraft operation and sent them to the Operation Control Center com-
puter. It next edited, filtered, reversed, time annotated, and time smoothed
the raw telemetry data. In the next step the time-smoothed telemetry data
were sent to the central processor of the AL data system, as simultaneously
a master data tape of time-smoothed telemetry data was created. As data
were received by the central processor, they were stored in the on-line data
base for future processing. Finally, attitudeforbit data prepared by the
attitudeforbit computer and magnetic solar activity correfative data were
also entered into the central processor (through tapes and cards) and written
in special files.

DISTRIBUTION OF DATA

In the AE data system, data were not distributed to individual investigators
but instead resided in the central archive of the system. Limited amounts of
data could be transmitted over the 3600-Baud leased lines for processing in
minicomputer systems. Usually, however, the data were processed by the cen-
tral processor and written into Geophysical Units (G U) files and into the Uni-
fied Abstract (UA) files. The UA file was a fixed-format file containing data
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FIGURE 3.1 NASA Atmospheric Explorer system.

from all experiments at a resolution of 15 sec. The file contained, on-line, all
data acquired during the mission. The GU file consisted of a number of spe-
cialized files designed by individual investigators containing their calibrated
data at any time resolution. The G U files could be processed by graphics soft-
ware to produce microfilm plots of the investigator’s data, which were then
mailed to him.

For many experimenters, correlative data are needed at much higher time
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resolutions than provided by the UA file. To obtain these detailed data, the
investigator must use the access subroutines or main programs created by his
fellow experimenters. In some cases these are extremely difficult to use. In a
few cases, built-in security codes deny access to the data even when access
would otherwise be simple.

DATA STANDARDIZATION AND FIDELITY

The AE system made use of a number of specialized files. Most of these were
defined by the designers of the data-management facility. These included the
raw telemetry data, UA files, spacecraft attitude files, spacecraft orbit files,
and magnetic solar activity (MSA) files. Files defined by individual investiga-
tor were the GU files. Validity of the data in the telemetry, attitude/orbit,
and MSA files was the responsibility of project programmers. Validity of the
GU and UA data files was the responsibility of each investigator creating or
contributing to a file.

SOFTWARE DEVELOPMENT

The AE project provided most of the software necessary for management of
all files except the GU files. The software required to create and manipulate
these files was generated by the individual investigators. However, consider-
able software supporting these files was also provided in the form of subrou-
tines for opening, closing, storing, retrieving, deleting, and merging files, as
well as maintaining directory information. No formal arrangements were
made to share software between investigators. Software was generally written
in Fortran. One limitation was the inadequate support of time-series analysis:
the system does not have a general time-series format. As a result, it does not
provide access to subroutines that make it simple to obtain any finite interval
of data at any time resolution. Also, there are no simple display programs.
Instead, it provides general-purpose graphic packages so that each user must
continually create his own plot programs,

DISTRIBUTION OF COMPUTATIONAL CAPABILITY

The AE system philosophy required that calibrated data reside in the central
data base. To further this end it was required that processing ol data be car-
ried out by the central processor. [t was also thought desirable to canry out
detailed analysis with the central processor as well. To allow investigators to
use previously developed software, however, as well as to reduce the load on
the central processor, some investigators acquired minicomputer facilities.
These facilities have been used in a variety of ways to process and analyze
data extracted from the AE system via the leased data lincs.

A serious limitation of the AE system is that it utilizes obsolcte computers.
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Because of this, equipment maintenance is expensive, and upgrading of the
system is virtually impossible. Also, no provision was made for eventual trans.
fer of the data base to another computer. Since the data-management facility
is machine dependent, it cannot be transferred easily without extensive re-
programming, a task for which no money was made available at the end of
the project.

MASS DATA STORAGE AND RETRIEVAL

The AE data system was designed to use magnetic disks as the primary stor-
age and medium for all files. A total of 14 disks, each with 86 million bytes
of storage, were provided. Since this memory was not large enough to hold all
data from the mission, an additional archive of 1600-bpi computer tapes was
required. The data-management f; acility provided programs for checking a file
catalog to determine whether a file was on-ine. If not, the system automati-
cally located the tape and issued commands for an operator to mount the
proper tape and promote it to disk. Programs were also provided to demote
files from disk to tape on request.

A limitation of the AE system is the way in which data sets and disk packs
are managed. Because the system is used for so many tasks, the CPU and disks
are often saturated. As a result, it has been necessary to institute a policy of
automatic demotion of the raw data and GU files cach day. Thus, the files of
interest to researchers must be promoted to disk each day. Because the access
subroutines are based on discrete files rather than time intervals, entire files
must be promoted, However, since so many files must be promoted each day,
the tape drives are frequently occupied. As a consequence, a researcher must
sit at his remote terminal and continuously request a tape drive. Once the
tape drive becomes available, the terminal is automatically locked for a time
of 3 to 30 min while the tape file is promoted to disk.

INTERACTIVE PROCESSING

The AE system made extensive use of interactive processing in software devel-
opment and file management. The central feature of this system was the data-
base inquiry system that enabled any user to determine the location and
status of all data files. Analysis of experiment data, however, was carried out
by batch processing.

Ill.  APPLICATIONS AND OPERATIONAL MISSIONS

The programs to be described in this section are examples of applications or
operational missions. The primary objective of such missions is not to obtain
scientific information but rather to obtain data that can be used on a routine
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basis for such applications as weather forecasting or crop-yield predictions.
Nevertheless, the vast quantities of data resulting from such missions consti-
tute a valuable scientific resource and should be made available, to the maxi-
mum extent practical, to interested scientists. In addition, scientific participa-
tion in such missions often improves the effectiveness of the missions in such
ways as development of improved algorithms, discovery of new uses for the
data, and improvement of sensor designs.

The Landsat Program

The Landsat Program has so far involved three satellites: Landsat-1, -2, and
-3 were launched in 1972, 1975, and 1978, respectively; in addition, two
more, Landsat-D and -D’ are scheduled to be launched in 1982 and 1983,
Landsat-1, -2, and -3 have been first-generation developmental missions.
Landsat-D and -D' are second-generation spacecraft that will be used both for
further research and for phasing into an operational Earth observation system.

The first three Landsats employ return-beam vidicon (RBV) televisionlike
systems and multispectral scanners (MSS) to generate Earth surface imagery
or quantitative data in several spectral bands. Landsat-D will also be equipped
with an MSS; in addition, Landsat-D or -D’ will carry an enhanced multi-
spectral scanner known as the thematic mapper (TM).

Landsat data are used in a wide variety of Earth resources disciplines: agri-
culture (crop, forest and range census, crop yield, vegetation diseases indenti-
fication, soil mapping, land-use inventory), environmental tasks, tasks in
oceanography (fish production, ship routing, sea conditions), hydrology
{water-resources inventory, flood monitoring, pollution monitoring), geology
(tectonic feature identification, geologic mapping, mineral exploration, earth-
quake area studies, glacier and volcano temporal studies), and geography
(thematic land-use maps, physical geography).

Landsat-1 data were analyzed by approximately 400 PI's. Subsequent
Landsats have used the team concept to conduct various investigations. In
addition, data from all three satellites were made available to the general sci-
entific and applications communities.

An important feature of the Landsat program is the large quantity of data
generated. The Landsat program currently generates data at the rate of 10'*
bits per year. These data rates are extremely large by comparison with data
rates from typical scientific missions. Such high data volumes place great
strain on all aspects of data management and computation associated with the
program. It is highly desirable from a scientific standpoint that the same de-
gree of data accessibility and utility be achieved with Landsat data as that re-
quired with data from a typical scientific mission.
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DATA SYSTEM PLANNING

There was little or no involvement of the scientific community in data system
planning for Landsat-1, -2, and -3. The sensor characteristics and ground sys-
tem were specified without adequate requirements definition or performance
specification. The situation is improving with Landsat-D: the scientific com-
munity has been involved in sensor specification activities, and a number of
studies have been conducted to verify and validate planned sensor parameters.
However, involvement of the scientific community in data system planning is
still limited.

PREPROCESSING

Electro-optical image-processing technology was used to implement prepro-
cessing functions for Landsat-1 and -2 data. Users could obtain only corrected
film products—no corrected digital products were available. Many users there-
fore implemented their own digital image-processing systems, leading to de-
lay in obtaining results and significant duplication of effort. Digital image-
processing technology was implemented for Landsat-3 data, but progress was
delayed by multiagency, multicompany implementation problems and
incompatibilities.

DISTRIBUTION OF DATA

Injtially, Landsat-1 data were distributed directly to the PI's by NASA-—a
mechanism that worked well as the data were provided within a short period
of time and at no cost to the user. Later, the Department of the Interior’s
Earth Resource Observation System (EROS) Data Center (EDC) assumed re-
sponsibility for data distribution. Since that time there have been delays of
many months between user requests for digital data products and the delivery
of the products. Also, digital data products are now expensive for many
users -a single Landsat scene on computer-compatible tapes now costs $200,
and this cost will increase sig:ﬁﬁcunlly when the Landsat program becomes
operational. These problems are due in part to the fact that the EDC was not
ready to assume data distribution responsibility when it did -the necessary
trained staff, hardware, software, and image-processing technology were not
in place when the transfer of responsibility took place. Significant delays have
also resulted from poor planning of the NASA portion of the ground system.
The high cost of digital data is due in part to the large volume of data stored
within the EDC and the large variety of data look-up and data product ser-
vices that the EDC attempts to provide. An interesting phenomenon resulting
from the high cost of EDC-supplied data is the growth of an “underground”
data distribution system in which investigators who have acquired Landsat
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scenes trade copies of the digital image tapes. Data costs are expected to in-
crease by a factor of 5 when the Landsat becomes operational—a serious
detriment to the user.

DATA STANDARDIZATION AND FIDELITY

Landsat data formats have changed several times, resulting in user confusion
and expensive reprogramming. The significant technological advances to be
incorporated into the TM will necessarily result in new standards for pre-
processing these data. It is important that these changes be well planned if the
value of these new data is not to be compromised.

For some time, the radiometric calibrations were unstandardized. This was
due, in part, to instrumentation problems and, in part, to ground processing
problems. Only recently have accurate radiometrically and geometrically cor-
rected digital data been available to users. Greater involvement by the scicn-
tific community in the early phases of the program might have produced an
improved multispectral scanner design and improved processing algorithms,
thereby avoiding the delays in reaching standardized radiometric calibrations.

SOFTWARE DEVELOPMENT

Because no projectwide software standards and procedures have existed and
because the Landsat program has not funded centralized development of
image-analysis software, the software developed for Landsat data analysis has
generally been nontransportable. As a result, each user has had to develop or
obtain his or her own analysis software. In each case, this software is targely
image-processing software, and a large and expensive duplication of effort has
occurred.

DISTRIBUTION OF COMPUTATIONAL CAPABILITIES

Each investigator (scientific or application) team used its own resources to
process the data. There was no central facility with a scientific or application
set of programs that could be used.

One positive beneficial aspect has been that the large amount of data that
is being processed is distributed over many locations and facilities. However,
only 1-5 percent of the data that have been acquired has been digitally

processed.

MASS DATA STORAGE AND RETRIEVAL

As discussed above, Earth resources data, including Landsat data, are stored
in the EDC. The L:DC provides convenient on-site data look-up facilities, e.g.,
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a user can quickly determine what data are available for a region of interest
and reccive a printout, but there are problems with data product delivery and
cost.

INTERACTIVE PROCESSING

There is such a large amount of information contained in an image that ex-
traction of relevant information almost always involves human involvement
with the data. Thus, interactive processing has become quite extensive in
Landsat data-analysis efforts.

The Geostationary Operational Environmental Satellite Program

The use of data provided by the Geostationary Operational Environmental
Satellite (GOES) program is an example of science utilization of data ac.
quired by an operational satellite system,

NOAA’s National Environmental Satellite Service (NESS) uses weather sat-
ellite data as it flows through an operational system. Operations are oriented
toward the real-time use of the data and data products in weather fi,;: casting
and weather briefing operations, the primary mission of NESS. The 15 years
experience at NESS has also led 10 2 moderately efficien( data-archiving sys-
tem. The sheer volume of digital weather satellite data has been, and is, a
problem (more than 2 x 106 bps from U S. satellites alone),

DATA SYSTEM PLANNING

The data system for the Goks satellite was initially planned at NOAA to
satisty the real-time user requirements. Scientists who participate in projects
to improve or to implement operational NOA A projects have considerable in-
volvement in the data system planning. For example, NESS maintains a 24-h
current archive of geographically located GOES data that can be accessed
from a temporary disk. However, scientists outside of NOAA depend on the
digital archive distributed by the Environmental Data and Information Ser.
vice (I:D1S). Therefore, the data system is not designed to allow rapid, real-
time access to the GOFS data for research applications outside of NOAA.

PREPROCESSING

Little or no preprocessing is done onboard the weather satellites, Preprocess-
ing (calibration, duty-cycle expansion, first-cut Larth location, for example)
is done at the central satellite ground station in real time, followed by imme-
diate retransmission of the preprocessed image through the “communications™
side of the geostationary satellites. The user then receives a preprocessed
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image or data set broadcast from a satellite. Both scientific and commercial
user response to this NESS activity has been gencrally favorable.

DISTRIBUTION OF DATA

Because of the need to use weather satellite data instantaneously for forecast-
ing (and to direct scientific research programs in the ficld) the weather satel-
lites have used a vhf direct broadcast mode since the mid-1960's. Today, this
practice continucs and is used by many research groups to acquire small
batches of weather satellite data as the satellites pass over their local arcas. In
1974, with the launch of the first operational geostationary satellite (SMS-1)
the communications capability from orbit was used to broadcast weather sat-
ellite data at both vhf and uhf (after the preprocessing noted above). Scien-
tific users have been enthusiastic about this method of weather satellite data
distribution. Several research groups from DOD, two universities, and three
government research laboratories have acquired 5-10-m antennas needed to
receive the full-resolution, digital GOES/SMS data. Data from these Direct
Readout Satellite Ground Stations (DRSGS), in turn, serve the needs of scien-
tific collaborators at other universities and rescarch groups.

Use of DRSGS to receive data has been shown 1o be far more cost effec-
tive than extracting the same data set from a central archive. These cost sav-
ings are used to recover the costs of the antenna, receiver, maintenance, and
operations.

In the other problem areas of data distribution (such as the cost of obtain-
ing data from archives, difficulty of correlating two satellite data sets, and
long delays) weather satellite users sharc frustrations similar to those of the

users of the EDC.

DATA STANDARDIZATION AND FIDELITY

Since many of the operational satellite data are used quickly for forecasting,
their detailed calibration and verification are often not up to scientific stan-
dards. Thus, scientilic users develop their own special calibrations and quality
assurance checks. Some standardization of their methodologies has oceurred
through sharing of programs, but more coordination in this area would be
useful and could help to reduce research costs by eliminating some duplica-
tion of effort.

SOFTWARE DEVELOPMENT

As in the area of data standardization and fidelity, little coordination has
occurred in the area of software development. Although some transportabil-
ity is introduced by the common use of Fortran, the design of many data-



Recent Experiences with Science Data Acquisition and Management 43

processing programs depends heavily on the available system hardware and
software, so only limited sharing of software has occurred. Greater coordina-
tion in this area could help to reduce duplication of effort and possibly re-
duce research costs.

DISTRIBUTION OF COMPUTATIONAL CAPABILITIES

No organized or sponsored effort to put more computing capability into the
hands of scientific users has existed. Individual groups have begun to acquire
and use large and small minicomputers with success. These machines are espe-
cially useful in connection with the reception of the broadcast satellite data
and with interactive processing.

MASS DATA STORAGE AND RETRIEVAL

Two technological experiments have been successful through their prelimi-
nary stages. NOAA/NESS uses an Ampex terabit memory system to store
NOAA satellite data. The University of Wisconsin has modified a Sony video
recorder for mass storage of digital GOES data and finds great economics over
tape storage. NESS, Colorado State University, and others have purchased the
Wisconsin device.

NOAA publishes catalogs for the data it archives and keeps all data that
enter the archive in digital form (only a sample of the GOES data are in-
cluded) and as photographic images.

INTERACTIVE PROCESSING

Several groups have pioneered the use of interactive processing of weather sat-
ellite image data. Although many advantages are recognized (for example,
satellite data can be mixed with other weather and radio data for analysis),
there has been some retuctance on the part of funding agencies to support
these activities.

The Seasat Mission

Seasat was a “proof-of-concept” mission that grew out of interest in the ap-
plication of satellite altimetry to ocean circulation studies. A 1969 confer-
ence developed a program of Earth and ocean physics that was based on the
measurement of distance (or ranges). This program split into the present
geodynamics program and Seasat. From its inception in the early 1970’s, the
Seasat mission focused on the application of satellite altimetry.

By the spring of 1978, a number of individuals had banded together as a
“Seasl User Working Group.”” Their interest exteaded beyond altimetry and
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included wind and wave fields, imaging radar, and sea-surface temperatures.
These individuals came from NOAA, the Navy, NASA, the Defense Mapping
Agency, and the academic community and desired Seasat data for uses rang-
ing from daily, routine production of wind and wave fields for operational
use to the satisfaction of scientific curiosity about the interaction between
the air and the sea.

To serve these interests, the planned set of instruments included an altim-
cter, a scattermeter (SASS), a passive microwave radiometer (SMMR), an
infrared radiometer (IR), a synthetic-aperture radar (SAR), and, finally,
global-positioning-system transponders (which were later deleted).

DATA SYSTEM PLANNING

The investigators for Seasat were not selected in the usual NASA manner (i.c.,
via Announcement of Opportunity). Rather, the Seasat project recruited the
participation of individuals of known expertise. These individuals were orga-
nized into a user working group, concerned with scientific or operational
applications of the data, and instrument working groups, concerned with the
evaluation of the instruments.

One of the project ground rules was that users were expected to pay for
most of the data analysis with funds obtained from other (i.e., non-Seasat
project) sources. Despite this lack of financial support from the project, the
working groups were generally enthusiastic and gave much support to the
project both before and after launch. The working groups, however, had no
real authority and functioned only as advisory bodies.

Separately from the Seasat project, a joint NASA/NOAA Announcement
of Opportunity solicited the participation of individuals in scientific investiga-
tion using the Seasat data. About $4 million, over 3 years, was to be provided
to nonfederal investigations to use Seasat data, and some 30 investigators
were funded. These scientists were promised Seasat data by 60 to 90 days
after launch, which was much earlier than the project had ever hoped to de-
liver data. This situation was exacerbated by problems in both algorithm de-
velopment and production data processing that delayed delivery of the data
products for about 9 months beyond the original project schedule.

PREPROCESSING

The only on-board preprocessing that was planned was the extraction of wave
heights from the altimeter data. As it turns out, this capability was never
used, and all preprocessing was done on the ground.

The ground data system for Seasat was really two separate systems— one
for the SAR, the other for the remaining four instruments. Because of the
high data rate, SAR operation was scheduled while the spacecraft was within
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sight of a ground station. The resulting data were relayed directly to the
ground station, where they were recorded on high-density tape recorders.
These tapes were then shipped to JPL for processing. JPL had planned to pro-
cess some 2600 minutes of data (a few hundred images) during the first year
after launch. Equipment problems reduced this to about S00 minutes—most
of which was done in the last 3 months of the year after launch,

The system at JPL for SAR processing was an optical correlator originally
built for processing aircraft-acquired instrument data. Substantial modifica-
tions were required because of the different geometry and characteristics of
the satellite system. The original $1.1 million requested for this modification
was finally reduced to $0.6 million, and work was delayed because there had
been hope that much more substantial funding might be available for the de-
velopment of more expensive but more accurate digital processing. By a year
after launch there were still no funds available for such a development.

The data system for the other instruments used on-board tape recorders
and the new capability for centralized processing at the Information Process-
ing Division (IPD) at GSFC. Data were recorded on board, dumped to a
ground station, and relayed to GSI C for data capture. The 1PD produced two
kinds of tapes: “a project master data file” and an “altitude and orbit file.”
The data in the two files were shipped to JPL and combined to give an Earth-
located “sensor data file,” and geophysical data were calculated and stored in
a “geophysical data file.” The last two steps were to be initiated as algorithms
improved, eventually leading to the production of a complete geophysical
data fife generated with the final algorithms.

The plan was for IPD to produce tapes within 24 h of receiving the telem-
etry data and for JPL to produce sensor data files within 48 h of receiving the
IPD tapes. Problems with the 1PD systems delayed all of this, and delivery of
the last of the tapes to JPL occurred 6 months after the satellite failed. IpL
produced sensor data files within 6 weeks of that delivery.

When the Secasat satellite failed in October 1978, after 3 months of opera-
tion, the project was reorganized into a “Seasat Data Utilization Project.”
The scope of the new project was the development of the final algorithms,
the production of a complete set of geophysical data (if appropriate), and the
comparison of Seasat data with several major surface oceanographic investiga-
tions. The project was also to host several workshops related to the susface in-
vestigations and make useful geophysical data available through EDIS as
rapidly as feasible even if in preliminary form (i.e., with less than perfect algo-
rithms),

DATA DISTRIBUTION

Distribution of Seasat data to the scientific users was planned through the
EDIS of NOAA. The first data arrived at EDIS in May 1979, almost a year
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after launch. By 14 months after launch, only the following data were avail-
able at EDIS: (1) a complete sensor data file from the altimeter, (2) twelve
continuous days of altimeter interim geophysical data, (3) selected areas of
altimeter geophysical data, (4) two complete days of SASS interim geophysi-
cal data, (5) selected areas [the same as in item (3)] of SASS interim geo-
physical data, and (6) 130 passes (2-10 min each) of SAR data. Becausc of
continuing problems with algorithm development, no SMMR data were avail-

able 14 months after launch.
User access to Seasat data through EDIS has not yet been tested, although

it is believed that such access will be relatively straightforward and convenient.

DATA STANDARDIZATION AND FIDELITY

Seasat data will eventually be of established quality, through comparison of

the data with surface truth.
No data format standards have been applied, and it is not known to what
extent this lack of format standardization will affect the eventual use of the

data for scientific investigations.

SOFTWARE DEVELOPMENT

As can be seen from the above discussion, development of preprocessing soft-
ware has taken much longer than originally planned, primarily because this
activity was not adequately funded until the satellite failed. A few individuals
from the working groups did aid JPL in the development of algorithm soft-

ware.

DISTRIBUTION OF COMPUTATIONAL CAPABILITIES

JPL made available time on its general-purpose computer (Univac 1108) to
allow algorithm development at the investigator's expense. This off-site pro-
cessing capability was, however, rarely used.

MASS DATA STORAGE AND RETRIEVAL

All data were stored on computer compatible tape at JPL. In a few instances,
individuals were able to access Seasat data for algorithm development via re-
mote terminals.

INTERACTIVE PROCESSING

As just stated, except for a few individuals within the working groups who
used the JPL central computer for algorithm development, no interactive pro-
cessing was performed.
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IV. PRESENT DATA ARCHIVES

The National Space Science Data Center (NSSDC) of NASA and the EROS
Data Center (EDC) of USGS are the primary archival centers for the scientific
data collected from spacecraft. Such archives ensure that the data sets are pre-
served for future use. Equally important goals of the data centers are 1o cata-
log and distribute data for use in the near term by both scientists and other
users (e.g., operational agencies, commercial vendors, and educational groups).

The NSSDC and EDC, along with a variety of smaller, specialized data ar-
chive centers have struggled in recent years under the threefold burden of in-
creasing amounts of space needed and Earth science data, limited budgets, the
need to convert to new technology.

The burden has been partially alleviated by NOAA, which has taken on
archival and distribution responsibility for a major portion of satellite data
pertaining to the atmosphere, the oceans, and other Earth-physics data
through the National Geophysical and Solar-Terrestrial Data Center and the
Satellite Data Services Division of the E DIS.

National Space Science Data Center (NSSDC), Greenbelt, Maryland

The National Space Science Data Center (NSSDC) was established by NASA
to provide data and information from space-science experiments in order to
support additional studies beyond those performed by PI's. NSSDC produces
catalogs, users guides, and reports on active and planned spacecraft and exper-
iments and also maintains a staff to interact with and support users.

NSSDC’s goals are to further the widest practical use of reduced data
obtained from space-science investigations and to provide investigators with
an active repository for such data. NSSDC is responsible for the collection,
organization, storage, announcement, retrieval, dissemination, and exchange
of data received from satellite experiments, sounding-rocket probes, and high-
altitude aeronautical and balloon investigations. In addition, NSSDC collects
some correlative data, such as magnetograms and jonograms, from ground-
based observatories and stations for NASA investigators and for on-site use
at NSSDC in the analysis and evaluation of space-science experimental
results.

Users can obtain data from NSSDC by a letter request, telephone request,
or on-site visit. The user specifies the NSSDC identification number, the name
of the satellite/experiment, the form of the data product (film, hardcopy,
color, size, or other) and the time or location desired. The user also specifies
why the data are needed, the subject of his work, his affiliation, and any gov-
ernment contracts he may have for performing his study,

NSSDC provides a wide variety of data catalogs and documentation to
assist users:
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1. Data Catalog of Satellite Experiments—divided into eight discipline
categories—astronomy, geodesy and gravimetry, ionospheric physics, meteo-
rology, particles and fields, planetary atmospheres, planetology, and solar
physics.

. Report on Active and Planned Spacecraft and Experiments.

. Lunar and Planetary Photography Catalogs and Users Guides.

. Meteorological Data Catalogs and Users Guides.

. Handbook of Correlative Data.

. Spacecraft Program Bibliographies.

. Reports on Models of the Trapped Radiation Environment.

. World Data Center-A for Rockets and Satellites Catalogs of Data
. WDC-A-R&S Sounding Rocket Launching (SR L) Reports.

. SPACEWARN Bulletins.
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NSSDC provides facilities for reproduction of data and for on-site data
use. The Data Center staff will assist users with data searches and with use of
the microfilm reader and light table,

The NSSDC also uses a minicomputer system for internal functions, such
as logging and tracking user requests, providing accounting statistics, duplicat-
ing digital tapes, generating documentation listings, and supporting special
projects.

NSSDC provides data products in the following basic forms: hardcopy
(books, bound volumes or pages), digital magnetic tape (reels), microfilm
reels (35 mm, 16 mm, and other sizes), microfiche cards, photographic film
(color or black and white negatives and positives, and slides), strip or brush
charts (rolls in 35 mm or other sizes). Unfortunately, magnetic tapes of lunar
and planetary image data are not available from NSSDC.

NSSDC provides data products free of charge as long as the request is
moderate in size. Large data-set users are asked to fund these requests at cost.

Reactions of science users fo NSSDC are mixed. The cataloging, search
methods, and distribution of some data received general praisc. Delays in re-
ceiving data, however, were often encountered, and sometimes these were an
impediment to science analysis (this was sometimes becausc of the reduced
data not being submitted by the PI). Probably the most serious complaint
about NSSDC is that a significant fraction of the sensor data is not adeqguate-
ly documented. When data are made available to an inquiring scicntist, they
are not always in a usable format. In some cases the problem lies with an in-
adequate stalf at NSSDC; but in most cases the data provided to NSSDC do
not have the necessary documented software to calibrate the data and to pro-
vide necessary ancillary information.

EROS Data Center (EDC), Sioux Falls, South Dakota

The £EROS Data Center (1DC) is operated by the Departiment of the Interior
(DOI) to provide access primarily to NASA's Landsat data, aerial photog-
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raphy acquired by the DOI, and photography and imagery acquired by NASA
from rescarch aircraft and from Skylab, Apollo, and Gemini spacecraft. EDC
provides data archiving and generation of film products and computer-com-
patible tapes (CCT) for users. EDC has a central computer complex that con-
trols a data base of over 6 million images and photographs of the Earth's sus-
face features, performs searches of data on geographic areas of interest, and
serves as a R&D tool for image data reproduction processes. The computer-
ized data storage and retrieval system is based on a geographic system of lati-
tude and longitude, supplemented by information about image quality, cloud
cover, and type of data.

Primary input media for EDC are high-density tapes (HDT's) generated by
NASA GSIC. These tapes contain two types of data: those that have been
radiometrically and geometrically corrected with resampling of the data to fit
a known map projection and those that have been radiometrically corrected
but have not been geometrically corrected or resampled.

In addition to mailed HDT's, a Domsat link has been established at EDC.
The NASA Landsat ground stations at Goldstone and Fairbanks transmit raw
Landsat data to GSFC via Domsat. GSEC then preprocesses and reformats the
data (HDT) and retransmits these via Domsat to EDC, where they are further
preprocessed.

The Tmage Processing Facility at GSFC is the first stage in the preprocess-
ing of Landsat data. The UDT’s are clussified by two major image data cate-
gories based on sensor type and on whether the image data have been geomet-
rically corrected. All HDT's contain data that have been radiometrically
corrected.

Data received at EDC are registered by the Inquiry, Order and Accounting
System (INORAC), which provides quality assessment and initial cataloging
of the data. INORAC also generates “work-order cards,” which specify de-
sired fmage-cnhancement parameters (haze removal, contrast stretch, or edge
enhancement) and type of output desired (film, CCT, or special order).

Based on these work-order cards, the EROS Digital Image Processing Sys-
tem (EDIPS) extracts digital image data from the HDT's, enhances the im-
agery, and records the resulting processed data on high-resolution film or
CCT. Standard format processing consists of the following steps performed
under automated control:

Initiate and select the tape readout using TRIG time on the tape.
Generate histogram data.

Generate annotation data,

Provide automatic haze removal.

. Provide automatic contrast stretch.

. Generate film product.

. Generate inputs to the EDC main image file.

. Generate processing status data file.
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Special orders need individual work-order cards for each scene to be pro-
cessed. Special format processing includes generation of products in which
the processing steps are modified, rearranged, or deleted.

The EDC also maintains an R&D Data Analysis Laboratory (DAL), de-
signed to provide both digital and analog multispectral/multitemporal image-
analysis capabilities in support of all technology-transfer programs, with
prime emphasis on federal government agencies. DAL capabilities include de-
velopment of digital classification methods and interactive thematic extrac-
tion techniques. Additional R&D support is provided by the USGS Flagstaft
facility.

EDC provides standard and special-order processing. Standard “pipeline”
processing turns HDT inputs into 241-mm film products. Special-order pro-
cessing transforms correction and uncorrected HDT’s into 241-mm film and
CCT’s. Duplication of HDT’s and CCT’s is also provided.

EDC also provides training and conducts workshops on remote sensing.
The scientific teaching staff offers discipline-oriented courses in agriculture,
forestry, geology, and hydrology. Assistance is provided to users in the opera-
tion of equipment such as densitometers, additive color viewers, zoom trans-
fer scopes, stereo viewers, and in the use of computerized multispectral sys-
tems to classify specific phenomena.

User comments relative to EDC operation range from very positive (the
search system) to very negative (delays in availability of data and its cost of
$200/scene for CCT data). Because of its primary role as a data center for
application-oriented users, EDC has been required to recover its costs of ser-
vices. Thus, science users may be limited in the number of data sets that they
can order because the volume of digital data that they require could become
extremely expensive.

Many of the shortcomings of data availability via EDC result from the fact
that there are two different agencies at two different sites involved in prepro-
cessing. Long delays in the data stream have occurred at various times in the
past at each of the two sites. Not only must direct functions such as hardware
operation and software development be successfully pursued at both sites
simultaneously but also indirect functions such as planning, securing funding,
adoption of standards, formats, and policies.

A number of the difficulties of delay and cost associated with Landsat
data distribution may be related back to the early decision to produce image
products (photographic) primarily, rather than digital products (quantitative
data). The initial selection of an electro-optical preprocessing approach for
Landsat-1 and -2 rather than a digitally based system at NASA/GSFC is an
example of this. A similar orientation at EDC has also existed. This has re-
sulted in a difficult, slow, and expensive effort, particularly now that the
need for a more digitally based orientation has become apparent.
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National Geophysical and Solar-Terrestrial Data Center (NGSDC), Boulder,
Colorado

The Environmental Data and Information Service (EDIS) in Boulder, Colo-
rado, is a branch of NOAA and has a center called (he National Geophysical
and Solar-Terrestrial Data Center (NGSDC), which conducts a national and
international data and data information service in all scientific and technical
areas involving solid-carth geophysics, marine geology and geophysics, the
upper atmosphere, the space environment, and solar activity. These services
are provided for scientific, technical, and lay users in governmental agencies,
universities, and the private sector. NGSDC handles over 7000 requests for
data annually, NGSDC hosts visiting scientists, who are paid to come to
NGSDC to study the data in its data base and to perform data validation,
“cleaning,” and documentation.

Two services provided by EDIS are the Environmental Data Index (ENDEX)
and the Oceanic and Atmospheric Scientific Information System (OASIS),
which provide to users rapid, computerized referral to some available environ-
mental data files (LNDEX) and published literature (0ASIS) in the environ-
mental sciences and marine and coastal resources. ENDEX data bases are
computer-scarchable, interdisciplinary files of environmental data that can be
scarched by geographic arca, by the parameter measured, or by the institution
holding the data, for example. ENDEX has three major components. descrip-
tions of data-collection efforts; detailed inventories of large, commonly used
files: and descriptions of data files. ENDEX data bases are updated every 2
years. Most of the data bases currently deal with oceanographic data files.

One of the major problems with the effectiveness of the NGSDC is that
the timeliness of its data is determined by the efficiency and willingness of
the diverse groups that contribute to it. The result is that there can be many
montlis or even years of delay in the receipt of data by NGSDC, and this pre-
vents the service from being a near-real-time data service at present. Hence,
many rescarchers bypass it and go directly to the appropriate PI's or agencies
who are producing data that they require,

Satellite Data Services Division (SDSD), Washington, D.C.

The Satellite Data Services Division (SBSD) of the EpIS National Climatic
Center is the U.S. archive for environmental satelite data, While primarily in-
tended for meteorological data, SDSD provides data of value to hydrologists,
agronomists, occanographers, and geologists,

The types and quantities of data held are too numerous to describe com-
pletely. However, the files contain photographic images, digital tapes, and de-
rived products from all environmental satellites. The photographic products
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include 35-mm, 70-mm, and 25-cm negatives from both the polar orbiters and
the geostationary satellites.

In addition to maintaining satellite data and reproducing these data for
users, SDSD employs data-processing specialists, meteorologists, and oceanog-
raphers to assist users in selecting the correct data for their specific investiga-
tion, produces special products when required, and assists in analysis of the
data,

Costs for each type of satellite data vary according to product type, size,
and quantity. Generally, the cost for a 25-cm (10-in. X 10-in.) black-and-
white contact print of satellite imagery is approximately $3.50 per copy.
Digital-tape products generally cost about $60Q per tape.

V. CASE STUDIES OF ORGANIZATIONS INVOLVED IN SCIENCE
DATA MANAGEMENT

From the mission case studies presented in Sections II and I1I of this chapter,
it is clear that the most successful scientific use of space-acquired data occurs
when interested scientists are actively involved in all the elements of the data
chain: planning, collection, processing, archiving, distribution, analysis, and
publication. The examples presented, however, demonstrate a wide variety of
structures for obtaining the necessary scientific involvement in the data
stream. In this section we present several case studies covering a range of orga-
nizations (some taken from the mission case studies and some new examples)
in which data are managed in a fashion that promotes high-quality scientific
results, We also attempt to identify problems that have arisen in the course of
the efforts. The key element in such organizations is the commitment to sci-
ence of those who manage thern. Specifically, scientific excellence seems to
be fostered in those places where data are maintained by scientists seriously
interested in using the data themselves and sharing the data with others for
the purpose of doing science.

The Small Astronomy Satellite-1: An Organizational Approach with a Single
Principal Investigator

As an example of a scientific data-management experience with a single Prin-
cipal Investigator (PI), we consider the Small Astronomy Satellite-1 (renamed
Uhuru after launch). This satellite was designed and developed in the 1960’s
and operated in orbit from 1970 to 1973. As the first satellite specifically
devoted to x-ray astronomy observations, it provided an opportunity and a
challenge for the development of an effective scientific data-management
approach.
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The Pi and a small group of colocated, coinvestigators were actively in-
volved in the prelaunch data-system planning, mission operations planning,
and softwarce development. This active involvement resulted in the delivery to
the P1 group of quick-look data within 24 h after acquisition of the data on-
orbit. This established a precedent and standard for many subsequent scien-
tific missions. The mission operations planning also resulted in a highly suc-
cessful system that allowed reliable control of the satellite spin-axis direction
and satisfactory operation of the satellite as a whole. The effectiveness of the
system enabled the investigators to respond in a few days to the discovery of
several transient x-ray sources. The timely delivery and analysis of quick-look
data also permitted the scientific team to respond with detailed follow-up ob-
servations on a time scale of weeks to a variety of discoveries such as x-ray
pulsars and extended emission from clusters of galaxies.

This ability to extract important scientific information from the quick-
look data was critical for the scientific success of the mission, particularly in
light of an inadequate capability to deal with the full production data set.
Scrious problems arose in both the computer hardware and software areas. In
spite of the active scientific involvement by the PI group before launch, in-
adequate financial resources were set aside for the development of software
and for the procurement of computer hardware or processing time. In the
time frame of the late 1960’s when this activity took place, the requirements
for rapid delivery and scientific analysis of the data were almost revolution-
ary, so that both the GSI'C Project Office and the PI group were often break-
ing new ground in the data-management area.

The problems encountered in the software area included insufficient devel-
opment of contingency programs before launch (particularly in the aspect
arca), inadequate documentation of software, and a questionable choice of
programming language. The software was written in PL/1, which provided
several new features particularly in the arcas of manipulating data bit strings
and accessing data files on disk. Since the computer available to the PI group
was sufficient only to analyze the quick-look fraction of the data, additional
computing capability was required to analyze the production data, The re-
quirement to use the software written in PL/1 and the absence of substantial
funding to purchase computing time led to the situation of processing the
production data on the GSI:C 360/65, 360/75, and 360/95 computers. Since
the Uhuru project was an “outsider” and since it required the mounting of
data tapes and the use of large disk files, processing was restricted to weekend
nights. The combination of new software development postlaunch, restricted
computer availability, and poor match of computer hardware to scientific re-
quirements resulied in the delay of the completion of the all-sky source sur-
vey and catalog until 1976, more than 3 years after the satellite ccased opera-
tion,
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To remedy this situation, in part, two preliminary catalogs were published
by the PI group, as were several dozen scientific papers on individual x-ray
sources. The net effect was that the dissemination of important scientific re-
sults was reasonably rapid, but the availability of the overall data base to the
NSSDC and the scientific community as a whole was delayed several years
beyond that intended. Several outside scientists were able to obtain relevant
data sets from the PI group in order to carry out independent research pro-
grams during the time before the data were available at the NSSDC. The re-
duced data package provided to the NSSDC was also uscd by a significant
number of scientists who requested data, so that the archiving of the data was
reasonably successful, although delivery was very late.

Some of the difficulties encountered in this program relate to the time
period in which it was carried out. For example, the option of dedicated
minicomputers for production processing of data did not exist in the latc
1960’s. In the same context, the establishment of adequate funding for soft-
ware development and data processing was quite difficult with the “‘state-of-
the-art” nature of the data delivery and processing requirements. Other prob-
lems as well as the overall scientific success of the program can be viewed in
the context of the PI nature of the scientific data management. Items to
emphasize here are the rapid publication of scientific results (a success) and
the late delivery of documented data sets to the NSSDC and to the scientific
community as a whole (a limitation).

University of California at Los Angeles (UCLA) Space Sciences Group

The UCLA Space Sciences Group is an informal association of scientists, stu-
dents, and support staff encompassing parts of the Departments of Earth and
Space Sciences, Physics, Atmospheric Science, and Astronomy and the Insti-
tute of Geophysics and Planetary Physics. The group includes individuals
working in theoretical studies, numerical simulation, empirical modeling, data
analysis, instrument development, and ground and satellite measurements of
magnetic fields. One central theme that ties the group together is its interest
in the solar-wind interaction with planetary magnetospheres, in particular the
Earth’s magnetosphere, and the many manifestations of this interaction seen
during intervals of enhanced geomagnetic activity.

Included in the research staff of the space-sciences group are university
faculty members, permanent research staff, visiting scholars, postdoctoral
associates, graduate students, and undergraduates. The group provides office
and laboratory space, secretarial support, computer programming, and com-
puter time for many individuals. In addition, the facilities are used to support
outside researchers who request data and analysis of data held within the
group’s archive.
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Interactions between members of the group are promoted by a variety of
means, including teaching programs, joint seminars, journal clubs, informal
and formal meetings, as well as the usual social activities. Resources are used
to bring visitors for intervals of a fraction of a day up to a year. Collabora-
tions between members of the group and individuals outside are encouraged
in every way possible.

The major resource of this group is its archive of magnetic-field observa-
tions made in the solar wind, in the magnetospheres of the Earth and other
planets, and on the Earth’s surface. In cases where a UCLA scientist was the
Pi of an experiment, the archive contains the primary data base for the ex-
periment. Otherwise, where data were needed for correlative purposes, the ar-
chive contains a secondary data base acquired from a data center or from a Pl
at another institution.

Another characteristic of the group is the availability of facilities for ac-
cessing and manipulating the data within the archive. At the lowest level, this
includes a data laboratory with work space; storage for hardcopy records;
storage. display, and copying for microfilm; and terminals to interact with the
group’s minicomputer and the university mainframe computer. In adjacent
laboratories, additional facilities are available for plotting digital data on
graphics terminals, drum plotters, and electrostatic printer/plotters. Drafting
facilities and services are also provided.

A major factor contributing to the growth was the development of a time-
series data-base management system. This system began with the definition of
a standard data format sufficiently general to hold most of the data used by
the group in its research activities. Development of reading and writing rou-
tines, and a variety of application programs, made this format of general util-
ity to a wide range of users. The addition of a data-set directory, file catalog,
subroutine library, and data archive completed the system. At present, this
system is implemented within the batch processing environment of the Uni-
versity’s iBM 360/91. Development of a new data-management system using
the group minicomputer is currently in progress.

Another important factor in the evolution of the scientific data-manage-
ment activity of the group has been the presence of a support staff of pro-
fessional programmers funded by a variety of agencies and programs. The
staff’ has developed a set of general programs, has provided consultation to
scientific programmers, and, in many cases, has performed the desired pro-
cessing and analysis under the direction of the scientific staff. As part of its
responsibilities, this staff acquires, organizes, catalogs, and displays data from
a variety of sources.

An essential element of this unit is an engineering staff actively working on
the development of magnetic-field instrumentation. This staff advises the re-
search group on the characteristics of instruments and the possible causes of
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artifacts in data. They are a source of information on techniques of analysis
of digital data. They are responsible for assembly, minor maintenance, and
interfacing of the group minicomputer facility. They are currently assisting in
the development of communication links between the group minicomputer
and a variety of computers at other institutions.

A primary requirement of successful scientific data-management activity is
a research staff activity using the data within the archive. In the UCLA group
this research staff is responsible for directing the acquisition, reformatting,
processing, display, archiving, and purging of data. Through continual inter-
actions with the data in their research programs, the research staff identifies
problems with instruments and data processing and devises methods of cor-
recting these problems when possible.

The group provides support for its permanent staff and long-term visitors.
It encourages outside investigators to collaborate in the use of archival data.
It informally advertises the availability of data and research problems. Mem-
bers of its staff are active in advisory capacities, formulating policy for future
missions, suggesting important research areas, suggesting changes in technical
procedures, and recommending redirection of resources.

HEAO-2/Einstein Observatory Scientific Consortium

As described in Section II of this chapter, the scientific operation of the Ein-
stein Observatory is a collaborative effort involving a consortium of investiga-
tors from the Harvard-Smithsonian Center for Astrophysics, MIT, GSFC, and
Columbia University. The consortium is responsible for planning and execut-
ing the observing program, for preprocessing scentific data, for carrying out
its own scientific investigations, and for operating a Guest Observer scientific
program. In these areas the consortium is the interface between the x-ray
astronomy scientific community and NASA. To implement the Guest Ob-
server program, NASA has employed the formal procedures of an AO and a
proposal review committee (consisting of NASA representatives, consortium
representatives, and representatives of the astronomical community as a
whole). In the first 2 years of operation more than 400 Guest Observer pro-
posals were approved and carried out. In addition, an official Users Commit-
tee was established to review the overall technical and scientific operation of
the Observatory.

The scientific consortium (in particular the SAO group for the imaging
data) has the responsibility for developing processing software, for processing
data, for providing computational facilities for guest observers, for assisting
guest observers in their scientific analyses, and for maintaining data bases
(primary raw data tapes and secondary processed image files). An identified
funding of $500,000 to $600,000 per year has been required to carry out the
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activities in support of the Guest Observers program, and this may not be
sufficient to provide all the services required. As a result, documentation in
the form of a User’s Guide for the software and data system structure was not
completed to the level desired at the time of launch, although 6 months after
launch a functional guide did exist. Also, the distribution of data to Guest
Observers was not so rapid as originally expected. This was in part due to the
incompleteness of the overall data analysis system and in part due to the de-
sire to complete most, if not all, of a Guest Observers program before having
the observer visit SAO to receive and analyze the data. Guest Observers typi-
cally spend 1 week at SAO analyzing their data beyond the standard reduc-
tion provided and at the same time becoming familiar with the contents of
the processed output. Additional analysis is then usually carried out by the
individual observers at their home institutions., A system for archiving the
data within the consortium is reasonably well established, as are the formal
requirements for delivery of processed outputs to the NSSDC for further ar-
chiving. It is clear that at least for the duration of the program and the post-
program data-analysis efforts, the participation of the scientific community
will be through the Consortium rather than the NSSDC.

The Space Telescope Science Institute (ST Scl)

The Space Telescope Science Institute (ST Scl), although several years from
operation, provides another example for which we expect a data-management
operation as successful as the UCLA Space Sciences Group and the Einstein
Observatory.

The ST Scl will be responsible for the scientific program of the Space Tele-
scope. It will solicit and select observing proposals, do the science planning,
assist the observers in conducting on-line operations, provide calibration pro-
cessing for all ST data, archive both raw and processed data, deliver data
products, and provide analysis capability to observers and the user commu-
nity. In addition, the ST Scl will coordinate supporting observations with
other instruments (both ground-based and space-based) and provide some fa-
cilities for correlating ST and non-ST data.

The ST Scl will employ about 200 people, of whom approximately 40 will
be active astronomers. Of these, roughly 15 will be associated with the data-
management functions of the ST Scl. These astronomers will be obligated to
perform service functions for about 50 percent of their time, with the other
SO percent available to carry out their own research programs. These scien-
tists will provide scientific direction to those members of the technical sup-
port staff responsible for calibration processing and data archiving. In addi-
tion, they will develop and maintain the analysis software, in some cases writ-
ing the software themselves and in other cases providing scientific direction to
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professional programmers. These scientists will have an obligation to support
the user community in obtaining data from the archives, in understanding the
limitations of the data, and in using the ST Scl analysis software.

The ST Scl will have user and advisory committees, although the detailed
structure of these committees will not be known until the ST Scl is firmly
established. Because the ST will be a prolific producer of high-quality astro-
nomical data (roughly 10" bits per year), it is almost inevitable that the ST
Scl will play a leadership role in defining software and data format standards.

There are two attributes that the ST Scl will not have: (1) the ST Scl will
not maintain the principal data archives for astronomy or even space astron-
omy—only ST and related data will be archived; and (2) the ST Scl may not
undertake extensive modeling to represent the data in the data bases—this
activity may be carried out by individual scientists or groups of scientists.
Finally, it should be noted that the ST Scl, not yet in existence, has not pro-
vided advice to NASA concerning the scientific requirements for data collec-
tion, processing, archiving, distribution, or analysis. Once established, how-
ever, it is fully expected that the ST Scl will provide such advice.

The Lunar Consortium

The command module used during the Apollo 15 and 16 missions contained
instruments to measure the characteristics of the lunar surface and interior.
In particular, the modules were equipped with a gamma-ray spectrometer,
x-ray fluorescence spectrometer, magnetometers (on-board subsatellites), and
a laser altimeter. 1o addition, the lunar gravity field was mapped for regions
beneath the subsatellites. When combined with photoelectric, multispectral
telescopic imaging of the lunar frontside, with geological mapping, and with
estimates of the surface age from crater degradation states, these data sets
provided a unique, although formidable, opportunity to conduct multivari-
ate analyses designed. to elucidate our understanding of the lunar surface and
crust.

To facilitate such analyses, a consortium of about 40 scientists was founded
at La Jolla, California, in 1974. A research effort was begun at the USGS
Flagstaff Image Processing facility to develop data-processing schemes that
would accept diverse data, reformat the data, and display results. The Flag-
staff facility became the focus for the consortium effort, developing array
processing programs to reduce, display, and correlate the large number of
data sets. Results are being produced on a continuing basis, with most of the
computation being conducted at Flagstaff and interpretations being con-
ducted at individual investigator’s home institutions, as well as during visits
to the facility. The Lunar Consortium also serves as a pilot program to de-
velop a data-handling system for handling the multivariate data sets that are
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anticipated from future planetary orbiter missions, such as the Galileo mis-
sion to Jupiter and the Galilean satellites in the mid-1980’s.

The Lunar Consortium, with its Flagstaff base, illustrates a number of
positive concepts. Specifically, the purpose of the program was to coordi-
nate analyses of diverse data sets, to provide the science community with
reduced and comparable data sets, and to develop a software capability gen-
erally applicable to comparisons of different kinds of data. Recently, a Mars
Consortium was initiated, with Flagstaff serving as the coordinator center, to
facilitate comparisons of the diverse Viking and Earth-based data for Mars.

Regional Planetary Image Facilities

The large number of images already acquired during lunar and planetary mis-
sions, together with the large number expected from future missions, such as
Galileo and the Venus Orbiting Imaging Radar (VOIR) mission, make it pro-
hibitively expensive for each PI to have an extensive data set. Some 500,000
separate images exist at present, along with extensive sets of shaded relief,
topographic, and geologic maps (Table 3.1). The NSSDC is the prime deposi-
tory for those products. It is also the center that researchers contact for ac-
quisition of products. It is difficult, however, to know what to order, even
with the extensive catalogs available from NSSDC. The Planetary Division,
NASA Headquarters, has recently helped to alleviate this problem by setting
up several Regional Planetary Image Facilities at the Jet Propulsion Labora-
tory, Puasadena, California: University of Arizona, Tucson, Arizona: Astro-
geology Branch, USGS, Flagstaff, Arizona; Lunar and Planetary Institute,
Houston, Texas; Washington University, St. Louis, Missouri; Cornell Univer-
sity, Ithaca, New York; and Brown University, Providence, Rhode Istand.
Lach facility has a full set of images, together with all associated maps and
other products, such as catalogs. In addition, each facility has a quick-look
capability, consisting of an interactive link to the institution’s computer, to-
gether with the software necessary to conduct interactive interrogation of
image engineering data such as latitude and longitude of picture center and
slant range. Plans are currently under way to acquire videodisk players to use
for quick-look displays of image data. Each videodisk can store up to 52,000
frames on one side. The players would be linked to the interactive terminals
so that searches could be conducted on the engineering data base, and those
pictures that fulfill search constraints could then be displayed interactively.
Such a capability reduces the time that a researcher needs to spend looking at
hard copies. The facilities, which were set up at sites where there is a long-
term science interest in planetary sciences, thus serve as a regional data base
for use by the scientific community. A researcher can visit the facility, utilize
the quick-look capability to decide which of the data he or she is interested
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TABLE 3.1 Summary of Image Data for the Moons and Planets at Washing-
ton University’s Regional Planetary Image Facility
Launch Data
Object Mission Dates Remarks Products
Earth’s Ranger 1964-1965 Probes impacted Mission
moon 7,8,9 on the moon reports
after acquiring
17,259 frames
Mars Mariner 1964 Flyby mission, 8-in. x 10-in.
4 acquiring first prints
22 frames of
Mars
Earth’s Lunar 1966-1967 Acquired 1474  20-in. X 24-in.
moon Orbiter frames of prints
1,2, 3, lunar surface,
4,5 some with
meter-scale
resolution
Earth’s Surveyor 1966-1968 Soft landers on Mission
moon 1,3,5, moon, trans- reports
6,7 mitting back
86,897 pic-
tures, together
with data on
soil chemistry
Mars Mariner 1969 Mars flybys, re- 8-in. x 10-in.
6,7 turning 235 prints
frames
Earth’s Apollo 1971-1972 4685 pano- 5-in. X 46-in.
moon 15,16, 17, ramic frames prints;
(pan acquired from  microfiche
photog- command
graphy) module
Earth’s Apollo 1971-1972 6781 metric 5-in. x 5-in.
moon 15, 16, 17 mapping prints;
(metric frames ac- microfiche
photog- quired from
raphy) command
module
Earth’s Apollo 1968~1972 Numerous 8-in. X 10-in.
moon 8, 10-17 frames taken prints; mis-
(Hassel- by astronauts sion reports;
blad from orbit and  microfiche
photog- from surface
raphy)
Mars Mariner 1971 Photographed 11-in. X 14-in.
9 95% of sur- prints;
face; acquired microfiche

7329 frames
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TABLE 3.1 Continued
Launch Data
Object Mission Dates Remarks Products
Mercury Mariner 1973 Transmitted 8-in. x 10-in.
Venus 10 over 8000 prints; 70-mm
frames of negatives; posi-
Venus, Mer- tives; micro-
cury, during fiche
flybys
Mars Viking 1975 Transmitted S-in. X 5-in.
Orbiter 50,000 prints; 20-in.
frames of X 24-in.
Mars; high- mosaics;
quality views microfiche;
of Phobos selected mag-
and Deimos netic tapes
Mars Viking 1975 Over 6000 5-in. X 5-in,
Lander frames of prints; nega-
1,2 Martian sur- tives, positives;
face acquired 20-in. x 24-in.
mosaics;
microfiche;
magnetic tapes
Mars Viking 1975 Over 6000 5-in. X 5-in.
Lander frames of prints; nega-
1,2 Martian sur- tives, positives;
face acquired 20-in. X 24-in.
mosaics;
microfiche;
magnetic tapes
Galilean Voyager 1977 Flybys of S-in. X 5-in.
Satellites 1,2 Jupiter in prints; nega-
(Io, Eu- 1979 tives; micro-
ropa, fiche
Ganymede,
Callisto)

in, examine hard copies, and then order the subset of the data needed from
the NSSDC.

The Regional Planetary Image Facility concept has many advantages. First,
the Directors of each of the facilities must be PI’s in the Planetary Program,
thus assuring a continuing interest in the data sets. Second, each facility has a
full-time photolibrarian, supported by institutional funds, to assume con-
tinual archiving and upkeep of data. There is a Committee, composed of Fa-
cility Directors, whose purpose is to oversee general operations of the facilities
and to make recommendations to NASA with regard to such things as proper
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archival conditions for housing the data or which data sets need to be recov-
ered. For instance, the Planetary Division has no archival facility for housing
digital image tapes from lunar and planetary images. Tapes are kept in a given
mission’s data library at JPL until the library overflows. Then, the tapes are
put in storage at JPL or stored at a federal warehouse in Laguna Beach, Cali-
fornia. The USGS at Flagstaff and some of the other facilities house a large
fraction of the data set but not in archival fashion. One of the future recom-
mendations from the Directors’ Committee will be to begin transferring the
data to high-density tapes, although it is not clear that the Planetary Division
can afford to do so.

Most of the facilities also have computational capabilities for image data
analysis. A researcher could arrange time to conduct data-processing tasks on
one of the systems, although, at this time, such arrangements are informal in
nature. Members of the Directors’ Committee have also made recommenda-
tions to NASA with regard to image-processing software development, trans-
portability, and distribution.

A Spectral Data Base for Earth Observational Research

The following is a description of a spectral data-base system that was set up
over the past 5 years to serve the research community in Earth observational
programs.

One of the most dominant characteristics of the field of Earth observa-
tions is the complexity of the natural scene. In order to devise successful
satellite-based information systems for Earth resources data, a significant de-
gree of understanding of the spectral reflective and emissive characteristics
of various types of vegetation and other land cover is required. The processes
involved in solar lumination falling on the surface of the Earth and then be-
ing re-emitted or reflected are at present not well understood. As a result,
only rather simplistic models can be constructed to predict and simulate cach
mechanism. These models are not complete enough to enable the study of de-
sirable sensor system characteristics nor research into information-processing
matters.

Thus, a data base is needed both to permit the required advance in scene
understanding and to serve as an empirical model of the scene for other types
of system research. It is generally recognized that the problem will require a
number of years of continuous research activity.

Several years ago NASA began funding the construction of a suitable data
base in which the spectral characteristics for various types of scenes and ob-
servation characteristics are represented. This effort has involved a number of
different institutions. The data base itself is resident at Purdue University’s
Laboratory for Applications of Remote Sensing (LARS). This laboratory has
the responsibility for scientific leadership as a result of the combination of
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Earth-surface sciences, instrumentation sciences, and data-processing and
-distribution capabilities that are present there. The specific circumstances of
cach year’s data collection are proposed by appropriate scientists and re-
viewed by a representative body.

Figure 3.2 shows in overview form the types of data collected for this data
base during the Large Area Crop Inventory Experiment (LACIE) program.
Central among these are carefully calibrated high-spectral-resolution data
gathered with a helicopterborne field spectrometer. Airborne scanner and
Landsat data provide an ancillary scene characterization showing the spatial
(geographical) variability of such spectra. Large quantities of other ancillary
data, many of them in literal (i.e., descriptive) form, are also collected and
stored; these document the circumstances of observation (sun angle, view
angle, for example) and details of the scene (local weather variables, surface
cover species and varicty, cultivation treatment, for example).

Sites involved were limited by the cost and the small number of sensor sys-
tems and instrumentation teams with the specific skills necessary. This limita-
tion has been alleviated by devising a lower-cost, easier to operate instrument,
which can in future years be placed in the hands of a larger number of scien-
tists for observation at a larger number of secondary sites.

In concert with the funding for data-collection operations, NASA also
funded a data-archiving and a data-distribution system. Some 150,000 spectra
with associated ancillary data now reside in this data base in digital form, and
the data are frequently used by scientists at several institutions. Catalogs of
data arc published as needed, as are the procedures used in collecting and pre-
paring the data for storage. Scientists gain access to the data by applying to
NASA, which in turn authorizes its availability from the data center.

Availability may be via shipment of a computer-compatible tape directly
to the scientist. However, remole electronic access is also available. In 1970, a
remote terminal system was established at Purdue University for use in multi-
spectral image-processing rescarch. Terminals via leased lines have been avail-
able at several sites in the Last, Midwest, and South. The system serves not
only as a research tool for scientists at various sites but also as a means for
interchanging ideas and capabilities via software placed on the system by one
scientist that can then be used at other sites. The system, froni its beginning,
has used a resource-sharing type of software system, as compared with
batch mode, such that it is quite possible to provide every user simultancous-
ly immediate system access without interference with another user. Many ot
the terminals are simple alphanumeric CRT devices; some also include line
printers and, in one case, tape units. In a few cases, a minicomputer systein
with its associated 1/O and storage devices serves as the local terminal. Two
sites have dial-up ports so that scientists at additional locations may dial into
the port ncarest them.

Given the existence of this system, it was a natural matter to use it also for
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the field spectral data base and to provide various capabilities to manipulate
and analyze it. Over the course of the last few years a software system known
as LARSPEC has been devised to carry out many data-management utility
operations. Examples are spectra selection, retrieval, combination and averag-
ing, and standard graphics operations. A detailed LARSPEC User’s Manual
has been published to aid users. In addition, various types of commercially
available analysis packages, such as the Statistical Analysis System, have been
added to the central site software. This system provides, for example, a wide
range of statistical procedures including general linear models, multivariant
analysis of variance algorithms, a variety of linear and nonlinear regression
methods, estimation of spectral and cross-spectral densities, and maximum
likelihood and nearest-neighbor discriminate analysis algorithms. It also pro-
vides a variety of easy-to-use line-printer plot and chart routines, including
box graph, pie graph, and contour plots. A number of significant data-
management tools are also available.

As time passes and more spectra are gathered, the value of this data base
grows. It began with spectra exclusively from the U.S. wheat belt. More re-
cently, spectra of a wide range of U.S. and foreign soils have been added, and
currently programs are under way to gather spectra typical of earth cover
found in the U.S. corn belt. As a result of this data base, significant advances
in the understanding of natural-scene spectral characteristics is made possible.

Coordinated Data Analysis Workshops

Recently, a new approach to the analysis of space data has been developed as
part of the International Magnetospheric Study (iMS). This approach is called
the Coordinated Data Analysis Workshop (CDAW). A CDAW is a computer-
based interactive, graphics-assisted workshop, organized to address a selected
physical problem in space research utilizing data from sateltites, rockets, bal-
loons, aircraft, and ground-based measurements. A CDAW consists of five
phases during which a problem is selected, data are entered into a data base,
investigators study results at a first meeting, and a follow-up workshop clears
up remaining questions. Finally, publications are generated from the CDAW
results by various participants. At present, the CDAW concept is evolving
rapidly as a result of experience of the organizers and participants and from
the acquisition of new equipment and software.

DATA SYSTEM PLANNING

The CDAW concept is a result of joint planning by the IMS steering commit-
tee and members of the NSSDC. The primary factor motivating the develop-
ment of CDAW was the recognition by the IMS Steering Committee that
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since the data-acquisition phase of the study was coordinated for common
interests, so too should be the data-analysis phase.

The primary purpose of a CDAW at present is to assemble a large collec-
tion of correlated data in a single data base and to provide means for display-
ing these data graphically. To accomplish this, the CDAW data system in-
cludes the following components: computer with disk memory, data-base
management software, graphics software, graphics terminals, videodisk mem-
ory for graphics displays, intercom system to link various facilities, chalk-
boards, bulletin boards, slide projectors, audio system, copy machines, micro-
film and microfiche readers, auditorium, and meeting rooms.

The first phase of a CDAW is planning a workshop. At present, this is done
informally by an interested group that simply requests NSSDC support. If re-
sources are available and no conflicting requests have been made, support is
made available. The organizers then advertise the planned meeting and its
theme. Simultaneously they request suggested time intervals for study and
solicit participation. The organizers make the final selection of the time inter-
val to be studied. The NSSDC circulates a request to submit relevant data to
the data base.

The enthusiastic response of the space-science community to the CDAW
concept has produced a demand exceeding the resources available to the
NSSDC. As a consequence, more formal methods for selection of topics are
evolving, Currently a Working Group on the Data Analysis Phase of the IMS
is acting as an advisory group attempting to coordinate the choice of topics
to realize the goals of the IMS.

PREPROCESSING

Extensive preprocessing of data is required before it is displayed in a CDAW.
This preprocessing begins at the various institutions that have decided to par-
ticipate. Given the selected time intervals, the investigators run programs to
select, calibrate, and correct data from their instruments. They create a digi-
tal tape containing a time series of measurements and mail the tape to the
NSSDC accompanied by a description of the tape format.

On receipt of the tape at the NSSDC, members of the programming staff
write a program to read this tape and place it on the disk memory. They then
write further software to interface this disk file with existing graphics display
programs. Once completed, these programs are used to create listings and
plots that are sent to the original investigator for validation.

DISTRIBUTION OF DATA

The primary mode of data distribution in a CDAW is through the workshop.
A 3- to S-day meeting is scheduled at NSSDC. Investigators come to the
meeting, often bringing additional data in hardcopy or film format. The first
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day of the meeting is usually devoted to presentations by the organizers
attempting to formulate questions to be studied. Following the presentation,
investigators begin to correlate different data sets. At present, this is done by
plotting different parameters with the same horizontal time scale on one
graph. Vertical scaling can be accomplished through the use of algorithms
that make simple transformations of one or more parameters into a single
patammcter. Currently, algorithms do not allow measurements from different
times to be combined.

To obtain a particular graph, a participant specifies the desired parameters,
algorithms, and scales on special request forms. The requests are refayed to a
programmer via intercom by an NSSDC coordinator, and the data are plotted
on a graphics terminal and transmitted by close-circuit television to a video
recorder at the requestor’s location.

On receipt of their graphs the investigators discuss the results with their
colleagues, including other experimenters, empirical modelers, numerical
simulators, and theorists. At the end of each day, subgroup leaders prepare a
brief report using transparencies and viewgraphs produced during the day.

These reports attempt to summarize initial conclusions, problems, and direc-
tions for further work. At the end of the workshop, final reports are prepared.

At the conclusion of the workshop, the disk data base is copied onto tape.
Al graphs prepared during the meeting are microfilmed and mailed to the
participants. The data base remains on disk, and requests for plots are satis-
fied on a time scale of several weeks. Recently, the capability of copying a
limited segment of the data base onto tape has been added to the system so
that an investigator may carry out further digital processing on his own com-
puter. An even newer capability is remote access to the on-line data base us-
ing appropriate remote graphics terminals.

Subsequent to the workshop, investigators study the data obtained and
collaborate in the preparation of papers. If necessary, additional data are ob-
tained via one of the above mechanisms or through a follow-on workshop at
NSSDC.

DATA STANDARDIZATION AND FIDELITY

At present, no attempt has been made to standardize the format of the data
files submitted to NSSDC. Further, the internal data files used by the CDAW
computer have been developed on an ad hoc basis by the NSSDC program-
ming stalf. Validity of the data submitted to the CDAW is the responsibility
of the originating experimenters.

SOFTWARE NDEVELOPMENT

Software to support the CDAW has been developed in the same manner as in-
ternal data formats. Until recently no one outside NSSDC has been required
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to generate transportable software so that a CDAW could be supported by a
computer outside NSSDC.

DISTRIBUTION OF COMPUTATIONAL CAPABILITY

The present CDAW concept does not allow digital data to leave the data base
except as tapes in response to special requests. As a consequence, all compu-
tations must be performed within the CDAW computer. In addition, because
this computer has limited power, these computations are limited to simple
algorithms that transform several parameters into a new parameter. Currently,
the algorithms cannot reference points earlier or later than the time point
being generated. In addition, the system does not allow new paramcters gen-
erated in this fashion to become a part of the data base for future refercnce.

MASS DATA STORAGE AND RETRIEVAL

The CDAW system utilizes disk storage. All data to be accessed by the system
must reside on disk. There is currently no facility for moving data sets to and
from tape during a workshop.

INTERACTIVE PROCESSING

The CDAW system is not truly interactive. A user must submit his plot re-
quest to a coordinator. The coordinator in turn relays the request to a pro-
grammer. The programmer then enters the plot parameters through cumber-
some fixed-format, coded control statements. No processing other than the
generation of time series plots is provided.

V1. CONCLUSIONS

Based on the reviews of selected spacc missions, data archives, and data-
processing units given above we draw the following conclusions:

1. The active participation of scientists in all aspects of the data stream is
a necessary condition for successful data management and computation.
Scientists should participate in the earliest stages of mission planning when
important aspects of data acquisition and preprocessing are being established.
This participation should continue through the further processing and analy-
sis of the data and finally in the archiving process. It is the scientist who has
the motivation to assure that maximum scientific results will be obtained
from the data. Many of the mission examples presented in this chapter illus-
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trate how scientists actively interact with the data-processing activities in
order to expedite and improve the process. In programs in which scientific
involvement was less substantial, there were many problems that have limited
the scientific utilization of the data.

2. Adequate funds for data management and computation must be pro-
vided, and these funds must be protected. Realistic budgets for required com-
puter hardware, software, and operations should be established early in mis-
sion planning. Many of the examples of missions in this chapter illustrate how
insufficient funds for data processing led to unacceptable delays in making
the data available to scientists. In some cases, substantial quantities of data
will never be processed. In other cases, only a fraction of the potential scien-
tific results can be extracted from data because of inadequate processing,
Scasat SAR is a classic example of inadequate funding for data processing. No
funds were available to process the SA R data, and only a small fraction of the
acquired data has been processed to date.

3. It is necessary to document software, and in many cases it is desirable
to standardize software used for data processing. In a significant number of
cases the documented software required to utilize data is not available to the
interested scientist. In other cases an unacceptable level of effort and expense
has been required to adapt nonstandard software. The use of incompatible
image formats on the Viking mission has been a particular problem.

4. In many cases the use of dedicated minicomputers in data processing
and computation is more cost effective than the use of centralized computers.
Other advantages of the dedicated minicomputer are that priorities can be de-
termined locally and peripherals and terminals can be specifically designed for
a project. However, some image processing and scientific applications require
larger computers and even special-purpose processors.

5. In a number of examples, the availability of quick-look, (sometimes)
low-resolution data to serve as g guide to interested scientists has significantly
increased scientific results. This type of data has also allowed active monitor-
ing of satellite operation and scientific data acquisition.

6. Data must be archived in an appropiiate form and state so that they are
available to interested scientists. The data must be sufficiently documented.
This problem is particularly evident with activities involving a single P1, where
there is little incentive to carry out the necessary documentation of the data
once the results have been published. No archival facilities are provided for
the digital version of the planetary imagery data nor are the digital image data
available from NSSDC.

7. Based on our reviews of the relative roles of the large national data ar-
chives and the smaller specialized data-handling units, we conclude that the
smaller units also have a valuable role to play. Within these units scientists are
actively handling the data, and guest investigators are able to utilize the data.
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New calibrations are applied to the data, and the relevant related data are
assembled. For sensor-derived data these small data-handling centers incor-
porating the active interaction of interested scientists can play an essential
role. For sophisticated image data, small centers can also be expected to make
valuable contributions to the scientific utilization of the data.



4
Technology Directions for
Science Data Management

What we anticipate seldom occurs;
What we least expect generally happens.

BENJAMIN DISRAELIL, Henrietta Temple (1837)

Science data management in the 1980’s and beyond has the potential to be
dramatically different from what has been experienced in the formative years
of the space program. The differences will result through advances in technol-
ogy at the microelectronic component levels, in storage technologies, in fiber
optics, and in many other related areas. The effects of this technology will be
evident from both cost and performance viewpoints and will influence every
aspect of data management from acquisition in space to final processing, dis-
tribution, and presentation of data for interpretation.

CODMAC is of the opinion that there are no technological barriers to
achicving a substantial improvement in science data management during the
1980, even including the higher volumes of data that will be available. Im-
provements in technology will result largely from advances in the commercial
sector; however, NASA funding will be required for certain items unique to
space applications. We are also of the opinion that many of the current prob-
lems can be solved by employing current technology in new data system archi-
tectures and by employing more discipline and the new methodologies for the
development of software.

The following sections of this chapter identify the technology drivers for
scientific applications; provide a brief summary of pertinent technology
developments in the area of hardware, software, and systems; describe the
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data-management capabilities that scientists can achieve through the utiliza-
tion of this technology; formulate criteria for technology implementation to
improve the support of science projects; and list areas for technology and
systems that should be emphasized by the science community and NASA in
order to satisfy the future needs.

Technology is discussed in terms of the state of the art and future develop-
ments. Future developments are generally covered through 1985. Develop-
ments beyond 1985 are discussed where data to project such developments
are available.

I. TECHNOLOGY DRIVERS

Data acquisition, handling, communication, processing, storage/archiving, and
distribution requirements that drive technology for future science applica-
tions are discussed throughout this report. Beyond the problems that have
existed in the past, new scientific requirements and developments in sensor
technology are resulting in greatly increased data rates for future satellites.
Representative examples of satellite programs that will require the implemen-
tation of new technology in order to manage the data from them are dis-
cussed in the Appendix.
Specific factors that are driving technology are as follows:

e Higher resolution instruments that generate an order of magnitude
more bits/year.

o Requirements for more sophisticated on-board data management.

¢ High-volume/high-data-rate transmission.

o Processing rates that grow faster than the rate of increase in raw data.

* Growth by an order of magnitude of archival data volume and informa-
tion that serve multiple users.

e Software development costs that are becoming an increasingly larger
fraction of the total cost of a computer system.

o Trends toward dedicated computer systems (a result of technology)
that place the computing function either at the source of the data or in the
hands of the ultimate user of the data.

e Requirements for interacting with the data bases, the software, and the
hardware of other science data users at remote facilities.

e Requirements for timely (sometimes real-time) delivery of data to the
user cornmunity.

e Requirements for long-term reliability and fidelity of archival storage
media.

¢ Trends toward more interactive processing with intercomparison of di-
verse (often large) data sets.



Technology Directions for Science Data Management 73

¢ Requirement for adaptive, remote decision making, especially for deep-
space missions.

Il. TECHNOLOGY PERSPECTIVE

Space data systems developed and used during the first 25 years of the space
program have generally reflected the technology available to them. As needs
have arisen, the technology to support these needs has either been available or
developed at high cost. In situations where the funds were unavailable, the re-
quirements have been adjusted to conform to the technology. Functions have
been combined and new techniques have been implemented, but, in general,
radical changes in the basic structure of data systems have not taken place.
The technology to support new architectures was not previously available. We
are beginning to see some significant changes for Space Transportation
Systems (Shuttle) payloads that will fly during the 1980’s.

Current and future NASA data systems have access to new technologies
that can be used to enhance every aspect of space data management from col-
lection in space through the final processing and display. The users and the
designers of space data systems have considerable flexibility in where the data
are processed, where and in what form they are stored, when and how the
data are transmitted to the ground, and how they are handled on the ground.
Capabilities that will be available from a technology viewpoint (although
some development work may be required for space use and for specific NASA
unique applications) for future space data systems include the following:

* Data-management systems with adaptive features and interactive capa-
bilities (including voice interaction with computers), on board, on the ground,
and via space-to-ground communications links.

e Space processing options that range from sophisticated, dedicated pro-
cessing to shared resource processing, with on-line, fast access storage for data
and complex software algorithms. Processing capabilities may be distributed
at any point from the sensor to the final display.

o High-capacity data-base storage (10* to 10 bits) on board the space-
craft with update capabilities either on board the spacecraft or via the ground-
to-space communications link.

¢ Programmable and adaptive space data-handling systems with asynchro-
nous, variable-bandwidth, priority-controlled message-handling capabilities.

e Communications power and bandwidth to satisfy the most complex
orbital requirements and ever-increasing deep-space requirements.

e Use of artificial intelligence and robotics to carry out adaptive remote
decision-making actions, especially for deep-space missions. Artificial in-
telligence and robotics could provide the means whereby data-management
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complexity could be reduced by allocating certain central control functions
to instruments that can interpret the data themselves.

¢ Continuous orbital coverage with real-time access to data by users via
small satellite-receiving terminals that are economically feasible for scientists.

e More powerful ground data-processing and data-base management
capabilities through faster processors and memories, more sophisticated sys-
tem architectures, and more sophisticated software. Processing power that
ranges from a few million operations per second on small-computer terminals
to billions of operations per second on superscale computers and/or special-
purpose computers,

e Access to and control over spatially distributed processors and data
bases using sophisticated distributed computing system networks, architec-
tures, and protocols.

e The ability to store up to 10" to 10'® bits of data on-line via central-
ized storage systems and to access these data via distributed networks.

e Capabilities for both broadcast and interactive distribution of wideband
data via low-cost satellite receiving terminals; and increased terrestrial capabil-
ities through the use of future hardware and software technologies, including
advanced packet-switching techniques, fiber-optic links, advanced communi-
cations software, and sophisticated terminals using single and multiple-chip
processors with the capabilities of today’s larger minicomputers.

e Minimal need to share computer and memory resources on board future
spacecraft. Each subsystem and experiment will be capable of having its own
processors and storage devices except for instances where the same data and/or
command/control capabilities are shared by many users.

The ability to implement the preceding capabilities within the budgets of
NASA and participating scientists will require advances in a number of tech-
nologies, including semiconductors, magnetics, fiber optics, and software. The
principal element affecting data systems, however, is the availability of low-
cost computers, high-capacity memory devices on a chip, and very-low-cost
mass storage. Subsequent sections discuss the effects of this technology in
terms of the data systems elements that comprise the science data-manage-
ment chain.

. TECHNOLOGY SUMMARY

A technology overview for the principal elements that comprise the science
data-management chain is presented in this section. Volume 2 of this report,
Data Management and Computation: Technology Trends (National Academy
Press, Washington, D.